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Bring Up the Sequence of Events

The bring-up process for edge devices—which includes authenticating and validating all the devices and
establishing a functional overlay network—occurs with only minimal user input. From a conceptual point of
view, the bring-up process can be divided into two parts, one that requires user input and one that happens
automatically:

1.

In the first part, you design the network, create virtual machine (VM) instances for cloud routers, and
install and boot hardware routers. Then, in Cisco vManage, you add the routers to the network and create
configurations for each router. This process is described in the Summary of the User Portion of the
Bring-Up Sequence.

The second part of the bring-up process occurs automatically, orchestrated by the Cisco SD-WAN software.
As routers join the overlay network, they validate and authenticate themselves automatically, and they
establish secure communication channels between each other. For Cisco vBond Orchestrators and Cisco
vSmart Controllers, a network administrator must download the necessary authentication-related files
from Cisco vManage, and then these Cisco vSmart Controllers and Cisco vBond Orchestrators automatically
receive their configurations from Cisco vManage. For vEdge Cloud routers, you must generate a certificate
signing request (CSR), install the received certificate, and then upload the serial number that is included
in the certificate to Cisco vManage. After Cisco hardware routers start, they are authenticated on the
network and receive their configurations automatically from Cisco vManage through a process called
zero-touch provisioning (ZTP). This process is described in the Automatic Portions of the Bring-Up
Sequence.
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The end result of this two-part process is an operational overlay network.

This topic describes the sequence of events that occurs during the bring-up process, starting with the user
portion and then explaining how automatic authentication and device validation occur.

Sequence of Events of the Bring-Up Process

From a functional point of view, the task of bringing up the routers in the overlay network occurs in the
following sequence:

Figure 1: Bring-Up Sequence of Events
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The Cisco vManage software starts on a server in the data center.
The Cisco vBond Orchestrator starts on a server in the DMZ.

The Cisco vSmart Controller starts on a server in the data center.
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Cisco vManage and the Cisco vBond Orchestrator authenticate each other, Cisco vManage and the
Cisco vSmart Controller authenticate each other, and the Cisco vSmart Controller and the Cisco vBond
Orchestrator securely authenticate each other.

Cisco vManage sends configurations to the Cisco vSmart Controller and the Cisco vBond Orchestrator.
The routers start in the network.
The routers authenticate themselves with the Cisco vBond Orchestrator.

The routers authenticate themselves with Cisco vManage.
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The routers authenticate themselves with the Cisco vSmart Controller.

10. Cisco vManage sends configurations to the routers.

Before you start the bring-up process, note the following:
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* To provide the highest level of security, only authenticated and authorized routers can access and
participation in the Cisco SD-WAN overlay network. To this end, the Cisco vSmart Controller performs
automatic authentication on all the routers before they can send data traffic over the network.

* After the routers are authenticated, data traffic flows, regardless of whether the routers are in a private
address space (behind a NAT gateway) or in a public address space.

To bring up the hardware and software components in a Cisco SD-WAN overlay network, a transport network
(also called a transport cloud), which connects all the routers and other network hardware components, must
be available. Typically, these components are in data centers and branch offices. The only purpose of the
transport network is to connect all the network devices in the domain. The Cisco SD-WAN solution is agnostic
with regards to the transport network, and, therefore, can be any type, including the internet, Multiprotocol
Label Switching (MPLS), Layer 2 switching, Layer 3 routing, and Long-Term Evolution (LTE), or any mixture
of transports.

For hardware routers, you can use the Cisco SD-WAN zero-touch provisioning (ZTP) SaaS to bring up the
routers. For more information, see Prepare Routers for ZTP.

Steps to Bring Up the Overlay Network

Bringing Up the Overlay Network

The following table lists the tasks for bringing up the overlay network using Cisco vManage.

Table 1:

Bring-Up Task Step-by-Step Procedure

Step 1: Start the Cisco | 1. On the hypervisor, create a VM instance.

vManage. . . .

2. Boot Cisco vManage server, start the VM, and enter login information.

3. InvManage> Administration > Settings, configure certificate authorization
settings. Select Automated to allow the certificate-generation process to occur
automatically when a CSR is generated for a controller device.

4. InvManage > Certificates, generate the CSR.

5. Check for a confirmation email from Symantec that your request has been
received.

6. Check for an email from Symantec that Viptela has approved your request and
the certificate is signed.

7. InvManage > Configuration > Devices, check that the certificate has been
installed.
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Bring-Up Task

Step-by-Step Procedure

Step 2: Start the Cisco | 1. On the hypervisor, create a VM instance.
vBond Orchestrator.
Boot the vBond server and start the VM.
3. InvManage > Configuration > Devices> Controller, add Cisco vBond
Orchestrator and generate the CSR.
4. Check for a confirmation email from Symantec that your request has been
received.
5. Check for an email from Symantec that Viptela has approved your request and
the certificate is signed.
6. InvManage> Configuration > Devices, check that the certificate has been
installed.
7. InvManage > Configuration > Templates:
a. Create a configuration template for the Cisco vBond Orchestrator.
b. Attach the template to Cisco vBond Orchestrator.
8. In vManage > Dashboard, verify that the Cisco vBond Orchestrator is
operational.
Step 3: Start the Cisco | 1.  On the hypervisor, create a VM instance.
vSmart Controller.
Boot the vSmart server and start the VM.
3. InvManage > Configuration > Devices> Controller, add Cisco vSmart
Controller and generate the CSR.
4. Check for a confirmation email from Symantec that your request has been
received.
5. Check for an email from Symantec that Viptela has approved your request and
the certificate is signed.
6. InvManage> Configuration > Devices, check that the certificate has been
installed.
7. InvManage > Configuration > Templates:
a. Create a configuration template for Cisco vSmart Controller.
b. Attach the template to Cisco vSmart Controller.
8. In vManage > Dashboard, verify that Cisco vSmart Controller is operational.
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Bring-Up Task

Step-by-Step Procedure

Step 4: Configure the | 1. In vManage > Configuration > Devices> WAN Edge List, upload the router
router. authorized serial number file.
2. InvManage > Configuration > Certificates> WAN Edge List, check that the
router's chassis and serial number are in the list.
3. InvManage> Configuration > Certificates> WAN Edge List, authorize each
router by marking it Valid in the Validity column.
4. InvManage> Configuration > Certificates> WAN Edge List, send the WAN
Edge list to the controller devices.
5. InvManage > Configuration > Templates:
a. Create a configuration template for the router.
b. Attach the template to the router.
Step 5: Connect AC |1. Connect AC power to the router.
power and boot a . ) o
hardware router. 2. Ifneeded, flip the On/Off switch on the rear of the router to the ON position.
3. InvManage > Dashboard or in vM anage > Monitor > Network > Device

Dashboard, verify that the router is operational.

Summary of the User Portion of the Bring-Up Sequence

Generally, what you do to bring up the Cisco SD-WAN overlay network is what you do to bring up any
network. You plan out the network, create device configurations, and then deploy the network hardware and
software components. These components include all the Cisco vEdge devices, all the traditional routers that
participate in the overlay network, and all the network devices that provide shared services across the overlay
network, such as firewalls, load balancers, and IDP systems.

The following table summarizes the steps for the user portion of the Cisco SD-WAN overlay network bring-up
sequence. The details of each step are provided in the articles that are listed in the Procedur e column. While
you can bring up the Cisco vEdge devices in any order, it is recommended that you deploy them in the order
listed below, which is the functional order in which the devices verify and authenticate themselves.

If your network has firewall devices, see Firewall Ports for Cisco SD-WAN Deployments.
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Table 2:
Workflow Procedure
1 Plan out your overlay network. See Components of the Cisco SD-WAN
Solution.
Ak 'x
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Plan Network

2 On paper, create device configurations that implement the desired

\g architecture and functionality. See the Software documentation for your
software release.
A

o

Create Configuration
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3 Download the software images.

Download Software
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Workflow Procedure

4 Deploy Cisco vManage in the data center:

1. Create a Cisco vManage VM instance, either on an ESXi or a KVM
hypervisor.

2. Create either a minimal or a full configuration for each Cisco vManage
server.

Configure certificate settings and generate a certificate for Cisco
vManage.

4. Create a Cisco vManage cluster.

o

Deploy vManage
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5 Deploy the Cisco vBond Orchestrator:

1. Create a Cisco vBond Orchestrator VM instance, either on an ESXi
or a KVM hypervisor.

Create a minimal configuration for the Cisco vBond Orchestrator.

3. Add the Cisco vBond Orchestrator to the overlay network. During this
process, you generate a certificate for the Cisco vBond Orchestrator.

4. Create a full configuration for the Cisco vBond Orchestrator.

/@
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Deploy vBond
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6 Deploy the Cisco vSmart Controller in the data center:

&
~\

1. Create a Cisco vSmart Controller VM instance, either on an ESXi or
a KVM hypervisor.

Create a minimal configuration for the Cisco vSmart Controller.

L

3. Add the Cisco vSmart Controller to the overlay network. During this
process, you generate a certificate for the Cisco vSmart Controller.

Create a full configuration for the Cisco vSmart Controller.

QH

Deploy vSmart
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Workflow Procedure

Deploy the Cisco vEdge routers in the overlay network:

1. For software vEdge Cloud routers, create a VM instance, either on an
AWS server, or on an ESXi or a KVM hypervisor.

2. For software vEdge Cloud routers, send a certificate signing request
to Symantec and then install the signed certificate on the router.

@ 3. From Cisco vManage, send the serial numbers of all Cisco vEdge
routers to the Cisco vSmart Controller and Cisco vBond Orchestrators
in the overlay network.

368188

Deploy router

4. Create a full configuration for the Cisco vEdge routers.

Automatic Portions of the Bring-Up Sequence

After the Cisco vEdge devices boot and start running with their initial configurations, the second part of the
bring-up process begins automatically. This automatic process is led by the Cisco vBond Orchestrator, as
illustrated in the figure below. Under the leadership of the Cisco vBond Orchestrator software, the Cisco
vEdge devices set up encrypted communication channels between themselves. Over these channels, the devices
automatically validate and authenticate each other, a process that establishes an operational overlay network.
Once the overlay network is running, the Cisco vEdge devices automatically receive and activate their full
configurations from the Cisco vManage server. (The exception is the Cisco vManage. You must manually
configure each Cisco vManage server itself).

" i

LI ]

“r

r——
— o

oS0

- S - -
_____ e

— Intemet

368429

The following sections explain what happens under the covers, during the automatic portion of the bring-up
process. This explanation is provided to help you understand the detailed workings of the Cisco SD-WAN
software so that you can better appreciate the means by which theCisco SD-WAN solution creates a highly
secure overlay framework to support your networking requirements.

User Input Required for the ZTP Automatic Authentication Process

The automatic validation and authentication of Cisco vEdge devices that occurs during the bringup process
can happen only if Cisco vSmart Controllers and Cisco vBond Orchestrators know the serial and chassis
numbers of the devices that are permitted in the network. Let's first define these two terms:

* Serial number—Each Cisco vEdge device has a serial number, which is a 40-byte number that is included
in the device's certificate. For Cisco vBond Orchestrator and Cisco vSmart Controller, the certificate can
be provided by Symantec or by an enterprise root CA. For the vEdge routers, the certificate is provided
in the hardware's trusted board ID chip.

. Cisco SD-WAN Overlay Network Bring-Up Process
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* Chassis number—In addition to a serial number, each vEdge router is identified by a chassis number.
Because the vEdge router is the only Cisco SD-WAN manufactured hardware, it is the only Cisco vEdge
device that has a chassis number. There is a one-to-one mapping between a vEdge router's serial number
and its chassis number.

The Cisco vSmart Controllers and Cisco vBond Orchestrators learn the serial and chassis numbers during the
initial configuration of these devices:

* vSmart authorized serial numbers—The Cisco vManage learns the serial numbers for all Cisco vSmart
Controllers that are allowed to be in the network while it is creating a CSR and installing the signed
certificate. You download these serial numbers to Cisco vBond Orchestrator, and Cisco vBond Orchestrator
pushes them to the Cisco vSmart Controller during the automatic authentication process.

» vEdge authorized serial number file—This file contains the serial and chassis numbers of all the vEdge
routers that are allowed to be in the network. You upload this file to Cisco vBond Orchestrators and
Cisco vSmart Controllers.

In addition to the device serial and chassis numbers, the automatic validation and authentication procedure
depends on having each device configured with the same organization name. You configure this name on
Cisco vManage, and it is included in the configuration file on all devices. The organization name must be
identical on all the devices that belong to a single organization (the name is case-sensitive). The organization
name is also included in the certificate for each device, which is created either by Cisco SD-WAN or by an
enterprise root CA.

AuthenticationbetweenCiscovSmartControllerand CiscovBond Orchestrator

From a functional point of view, the first two devices on the Cisco SD-WAN overlay network that validate
and authenticate each other are Cisco vSmart Controller and Cisco vBond Orchestrator. This process is initiated
by Cisco vSmart Controller.

.

@ Authenticate me " @
vSmart < vBond
“ou are valid
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B Authenticate me
You are valid
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When Cisco vSmart Controller comes up, it initiates a connection to Cisco vBond Orchestrator, which is how
Cisco vBond Orchestrator learns about Cisco vSmart Controller. These two devices then automatically begin
a two-way authentication process—Cisco vSmart Controller authenticates itself with Cisco vBond Orchestrator,
and Cisco vBond Orchestrator authenticates itself with Cisco vSmart Controller. The two-way handshaking
between the two devices during the authentication process occurs in parallel. However, for clarity, the figure
here, which is a high-level representation of the authentication steps, illustrates the handshaking sequentially.
If the authentication handshaking succeeds, a permanent DTLS communication channel is established between
the vSmart and vBond devices. If any one of the authentication steps fails, the device noting the failure tears
down the connection between the two devices, and the authentication attempt terminates.

Cisco SD-WAN Overlay Network Bring-Up Process .
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The vSmart controller knows how to reach Cisco vBond Orchestrator, because one of the parameters that you
provision when you configure it is the IP address or DNS name of Cisco vBond Orchestrator. Cisco vBond
Orchestrator is primed to respond to requests from Cisco vSmart Controller because:

« It knows that its role is to be the authentication system, because you included this information in the
vBond configuration.

* You downloaded the vSmart authorized serial numbers from Cisco vManage to Cisco vBond Orchestrator.

If Cisco vBond Orchestrator has not yet started when Cisco vSmart Controller initiates the authentication
process, Cisco vSmart Controller periodically attempts to initiate a connection until it is successful.

Below is a more detailed step-by-step description of how the automatic authentication occurs between Cisco
vSmart Controller and Cisco vBond Orchestrator.

To initiate a session between Cisco vSmart Controller and Cisco vBond Orchestrator, Cisco vSmart Controller
initiates an encrypted DTLS connection toCisco vBond Orchestrator. The encryption is provided by RSA.
Each device automatically generates an RSA private key—public key pair when it boots.

Over this encrypted channel, Cisco vSmart Controller and Cisco vBond Orchestrator authenticate each other.
Each device authenticates the other in parallel. For our discussion, let's start with Cisco vSmart Controller
authentication of Cisco vBond Orchestrator:

1. Cisco vBond Orchestrator sends its trusted root CA signed certificate to the vSmart controller.
2. Cisco vBond Orchestrator sends the vEdge authorized serial number file to the vSmart controller.

3. Cisco vSmart Controller uses its chain of trust to extract the organization name from the certificate and
compares it to the organization name that is configured on Cisco vSmart Controller. If the two organization
names match, Cisco vSmart Controller knows that the organization of Cisco vBond Orchestrator is proper.
If they do not match, Cisco vSmart Controller tears down the DTLS connection.

4. Cisco vSmart Controller uses the root CA chain to verify that the certificate has indeed been signed by
the root CA (either Symantec or the enterprise CA). If the signature is correct, Cisco vSmart Controller
knows that the certificate itself is valid. If the signature is incorrect, Cisco vSmart Controller tears down
the DTLS connection.

. Cisco SD-WAN Overlay Network Bring-Up Process
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After performing these two checks, Cisco vSmart Controller authentication of Cisco vBond Orchestrator is
complete.

In the other direction, Cisco vBond Orchestrator authenticates Cisco vSmart Controller:

1. Cisco vSmart Controller sends its trusted root CA signed certificate to Cisco vBond Orchestrator.

2. Cisco vBond Orchestrator uses its chain of trust to extract Cisco vSmart Controller serial number from
the certificate. The number must match one of the numbers in the vSmart authorized serial number file.
If there is no match, Cisco vBond Orchestrator tears down the DTLS connection.

3. Cisco vBond Orchestrator uses its chain of trust to extract the organization name from the certificate and
compares it to the organization name that is configured on Cisco vBond Orchestrator. If the two organization
names match, the vBond orchestrator knows that the organization of Cisco vSmart Controller is proper.
If they do not match, Cisco vBond Orchestrator tears down the DTLS connection.

4. The vBond orchestrator uses the root CA chain to verify that the certificate has indeed been signed by the
root CA (either Symantec or the enterprise CA). If the signature is correct, Cisco vBond Orchestrator
knows that the certificate itself is valid. If the signature is incorrect, Cisco vBond Orchestrator tears down
the DTLS connection.
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After performing these three checks, the vBond authentication of Cisco vSmart Controller is complete.

After the bidirectional authentication completes between the two devices, the DTLS connection between Cisco
vBond Orchestrator and Cisco vSmart Controller transitions from being a temporary connection to being a
permanent connection, and the two devices establish an OMP session over the connection.

In a domain that has multiple Cisco vSmart Controllers for redundancy, this process repeats between each
pair of vSmart and vBond devices. In coordination with Cisco vBond Orchestrator, Cisco vSmart Controllers
learn about each other and they synchronize their route information. It is recommended that you connect the
different vSmart controllers to the WAN network through different NAT devices for higher availability.

A Cisco vBond Orchestrator has only as many permanent DTLS connections as the number of Cisco vSmart
Controllers in the network topology. These DTLS connections are part of the network's control plane; no data
traffic flows over them. After all Cisco vSmart Controllers have registered themselves with Cisco vBond
Orchestrator, Cisco vBond Orchestrator and Cisco vSmart Controllers are ready to validate and authenticate
the vEdge routers in the Cisco SD-WAN network.

Authentication Between Cisco vSmart Controller

Authentication between Cisco vSmart Controllers

In a domain with multiple Cisco vSmart Controllers, the controllers must authenticate each other so that they
can establish a full mesh of permanent DTLS connection between themselves for synchronizing OMP routes.
Cisco vSmart Controller learns the IP address of the other Cisco vSmart Controller from Cisco vBond
Orchestrator.

Cisco vSmart Controller learns about the possibility of other Cisco vSmart Controllers being present on the
network during the authentication handshaking with the vBond orchestrator, when it receives a copy of the
vSmart authorized serial number file. If this file has more than one serial number, it indicates that the network
may, at some point, have multiple Cisco vSmart Controllers.

. Cisco SD-WAN Overlay Network Bring-Up Process
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As one Cisco vSmart Controller authenticates with Cisco vBond Orchestrator, Cisco vBond Orchestrator
sends Cisco vSmart Controller the IP address of other Cisco vSmart Controllers it has authenticated with. If
Cisco vBond Orchestrator later learns of another Cisco vSmart Controller, it sends that controller's address
to the other already authenticated Cisco vSmart Controllers.

Then, Cisco vSmart Controllers perform the steps below to authenticate each other. Again, each device
authenticates the other in parallel, but for clarity, we describe the process sequentially.

1

vSmart] initiates an encrypted DTLS connection to vSmart2 and sends its trusted root CA signed certificate
to vSmart2.

vSmart2 uses its chain of trust to extract the vSmart1's serial number. The number must match one of the
numbers in the vSmart authorized serial number file. If there is no match, vSmart2 tears down the DTLS
connection.

vSmart2 uses its chain of trust to extract the organization name from the certificate and compares it to the
locally configured organization name. If the two organization names match, vSmart2 knows that the
organization of vSmartl is proper. If they do not match, vSmart2 tears down the DTLS connection.

vSmart2 uses the root CA chain to verify that the certificate has indeed been signed by the root CA (either
Symantec or the enterprise CA). If the signature is correct, vSmart2 knows that the certificate itself is
valid. If the signature is incorrect, vSmart2 tears down the DTLS connection.

After performing these three checks, vSmart2 authentication of vSmart]1 is complete.

Now, vSmart1 authenticates vSmart2, performing the same steps as above.

1
2.

First, vSmart2 sends its trusted root CA signed certificate to vSmart1.

vSmart] uses its chain of trust to extract the vSmart2's serial number. The number must match one of the
numbers in the vSmart authorized serial number file. If there is no match, vSmartl tears down the DTLS
connection.

vSmartl uses its chain of trust to extract the organization name from the certificate and compares it to the
locally configured organization name. If the two organization names match, vSmart2 knows that the
organization of vSmart2 is proper. If they do not match, vSmartl tears down the DTLS connection.

vSmart1 uses the root CA chain to verify that the certificate has indeed been signed by the root CA (either
Symantec or the enterprise CA). If the signature is correct, vSmart2 knows that the certificate itself is
valid. If the signature is incorrect, vSmart] tears down the DTLS connection.

Cisco SD-WAN Overlay Network Bring-Up Process .
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After performing these three checks, vSmart1 authentication of vSmart2 is complete, and the temporary DTLS
connection between the two devices becomes permanent.

After all the Cisco vSmart Controllers have registered themselves with Cisco vBond Orchestrator, Cisco
vBond Orchestrator and Cisco vSmart Controllers are ready to validate and authenticate the vEdge routers in
the Cisco SD-WAN network.

Authentication between Cisco vBond Orchestrator and a vEdge Router

When you deploy a vEdge router in the network, it first needs to do two things:

» Establish a secure connection with Cisco vManage so that it can receive its full configuration.

* Establish a secure connection with Cisco vSmart Controller can begin participating in the Cisco SD-WAN
overlay network.

When a vEdge device comes up, how does it automatically discover Cisco vManage and Cisco vSmart
Controller and establish connections with them? It does so with help from Cisco vBond Orchestrator. The
initial configuration on the vEdge router contains the vBond system’s IP address (or DNS name). Using this
information, the vEdge router establishes a DTLS connection with Cisco vBond Orchestrator, and the two
devices authenticate each other to confirm that they are valid Cisco vEdge devices. Again, this authentication
is a two-way process that happens automatically. When the authentication completes successfully, Cisco
vBond Orchestrator sends the vEdge router the IP addresses of Cisco vManage and Cisco vSmart Controller.
Then, the vEdge router tears down its connection with Cisco vBond Orchestrator and begins establishing
secure DTLS connections with the othe two devices.

v
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After you boot vEdge routers and manually perform the initial configuration, they automatically start looking
for their Cisco vBond Orchestrator. Cisco vBond Orchestrator and Cisco vSmart Controllers are able to
recognize and authenticate the vEdge routers in part because you have installed the vEdge authorized device
list file on both these devices.

After you boot a vEdge router, you manually perform the initial configuration, at a minimum setting the IP
address of DNS name of Cisco vBond Orchestrator. The vEdge router uses this address information to reach
Cisco vBond Orchestrator. Cisco vBond Orchestrator is primed to respond to requests from a vEdge router
because:

« It knows that its role is to be the authentication system, because you included this information in the
initial vBond configuration.

* As part of the initial configuration, you installed the vEdge authorized serial number file on Cisco vBond
Orchestrator.

Cisco SD-WAN Overlay Network Bring-Up Process .
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If Cisco vBond Orchestrator has not yet started when a vEdge router initiates the authentication process, the
vEdge router periodically attempts to initiate a connection until the attempt succeeds.

Below is a more detailed step-by-step description of how the automatic authentication occurs between Cisco
vBond Orchestrator and a vEdge router.

First, the vEdge router initiates an encrypted DTLS connection to the public IP address of Cisco vBond
Orchestrator. The encryption is provided by RSA. Each device automatically generates an RSA private
key—public key pair when it boots. Cisco vBond Orchestrator receives the vEdge router's original interface
address and uses the outer IP address in the received packet to determine whether the vEdge router is behind
a NAT. If it is, Cisco vBond Orchestrator creates a mapping of the vEdge router's public IP address and port
to its private [P address.

Over this encrypted DTLS channel, the vEdge router and Cisco vBond Orchestrator proceed to authenticate
each other. As with other device authentication, the vEdge router and Cisco vBond Orchestrator authenticate
each other in parallel. We start our discussion by describing how the vEdge router authenticates Cisco vBond
Orchestrator:

1. Cisco vBond Orchestrator sends its trusted root CA signed certificate to the vEdge router.

2. The vEdge router uses its chain of trust to extract the organization name from the certificate and compares
it to the organization name that is configured on the router itself. If the two organization names match,
the vEdge routers knows that the organization of Cisco vBond Orchestrator is proper. If they do not match,
the vEdge router tears down the DTLS connection.

3. The vEdge router uses the root CA chain to verify that the certificate has indeed been signed by the root
CA (either Symantec or the enterprise CA). If the signature is correct, the vEdge router knows that the
certificate itself is valid. If the signature is incorrect, the vEdge router tears down the DTLS connection.
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After performing these two checks, the vEdge router knows that Cisco vBond Orchestrator is valid, and its
authentication of Cisco vBond Orchestrator is complete.

In the opposite direction, Cisco vBond Orchestrator authenticates the vEdge router:

1. Cisco vBond Orchestrator sends a challenge to the vEdge router. The challenge is a 256-bit random value.

2. The vEdge router sends a response to the challenge that includes the following: * vEdge serial number ¢
vEdge chassis number « vEdge board ID certificate * 256-bit random value signed by the vEdge router's
private key
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3. Cisco vBond Orchestrator compares the serial and chassis numbers to the list in its vEdge authorized
device list file. The numbers must match one of the number pairs in the file. If there is no match, Cisco
vBond Orchestrator tears down the DTLS connection.

4. Cisco vBond Orchestrator checks that the signing of the 256-bit random value is proper. It does this using
the vEdge router's public key, which it extracts from the router's board ID certificate. If the signing is not
correct, Cisco vBond Orchestrator tears down the DTLS connection.

5. Cisco vBond Orchestrator uses the root CA chain from the vEdge routers board ID certificate to validate
that the board ID certificate is itself valid. If the certificate is not valid, Cisco vBond Orchestrator tears
down the DTLS connection.
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After performing these three checks, Cisco vBond Orchestrator knows that vEdge router is valid, and its
authentication of the router is complete.

When the two-way authentication succeeds, Cisco vBond Orchestrator performs the final step of its
orchestration, sending messages to the vEdge router and Cisco vSmart Controller in parallel. To the vEdge
router, Cisco vBond Orchestrator sends the following:

* The IP addresses of Cisco vSmart Controllers in the network so that the vEdge router can initiate
connections to them. The address can be public IP addresses, or for the controllers that are behind a NAT
gateway, the addresses are a list of the public and private IP addresses and port numbers. If the vEdge
router is behind a NAT gateway, Cisco vBond Orchestrator requests that the vEdge router initiate a
session with Cisco vSmart Controller.

« Serial numbers of Cisco vSmart Controllers that are authorized to be in the network.

To Cisco vSmart Controller, Cisco vBond Orchestrator sends the following:

* A message announcing the new vEdge router in the domain.

« If the vEdge router is behind a NAT gateway, Cisco vBond Orchestrator sends a request to Cisco vSmart
Controller to initiate a session with the vEdge router.
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Then, the vEdge router tears down the DTLS connection with the vBond orchestrator.

Authentication between the vEdge Router and Cisco vManage

After the vEdge router and Cisco vBond Orchestrator have authenticated each other, the vEdge router receives
its full configuration over a DTLS connection with Cisco vManage:

1. The vEdge router establishes a DTLS connection with Cisco vManage.

2. Cisco vManage server sends the configuration file to the vEdge router.

3. When the vEdge router receives the configuration file and activates its full configuration.
4

The vEdge router starts advertising prefixes to Cisco vSmart Controller.

If you are not using Cisco vManage, you can log in to the vEdge router and either manually load its
configuration file or manually configure the router.

Below is a more detailed step-by-step description of how the automatic authentication occurs between a vEdge
router and Cisco vManage.

First, the vEdge router initiates an encrypted DTLS connection to the IP address of Cisco vManage. The
encryption is provided by RSA. Each device automatically generates an RSA private key—public key pair
when it boots. Cisco vManage receives the vEdge router's original interface address and uses the outer IP
address in the received packet to determine whether the vEdge router is behind a NAT. If it is, Cisco vManage
creates a mapping of the vEdge router's public IP address and port to its private IP address.

Over this encrypted DTLS channel, the vEdge router and Cisco vManage proceed to authenticate each other.
As with other device authentication, the vEdge router and Cisco vManage authenticate each other in parallel.
We start our discussion by describing how the vEdge router authenticates Cisco vManage:

1. Cisco vManage sends its trusted root CA signed certificate to the vEdge router.

2. The vEdge router uses its chain of trust to extract the organization name from the certificate and compares
it to the organization name that is configured on the router itself. If the two organization names match,
the vEdge routers knows that the organization of Cisco vManage is proper. If they do not match, the vEdge
router tears down the DTLS connection.

3. The vEdge router uses the root CA chain to verify that the certificate has indeed been signed by the root
CA (either Symantec or the enterprise CA). If the signature is correct, the vEdge router knows that the
certificate itself is valid. If the signature is incorrect, the vEdge router tears down the DTLS connection.
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After performing these two checks, the vEdge router knows that Cisco vManage is valid, and its authentication
of Cisco vManage is complete.

In the opposite direction, Cisco vManage authenticates the vEdge router:

1
2.

B3 <
0 | challenge you

Cisco vManage sends a challenge to the vEdge router. The challenge is a 256-bit random value.

The vEdge router sends a response to the challenge that includes the following: « vEdge serial number ¢
vEdge chassis number ¢ vEdge board ID certificate (for a hardware vEdge router) or the signed certification
(for a vEdge Cloud router) * 256-bit random value signed by the vEdge router's private key

Cisco vManage compares the serial and chassis numbers to the list in its vEdge authorized device list file.
The numbers must match one of the number pairs in the file. If there is no match, Cisco vManagethe
vManage NMS tears down the DTLS connection.

Cisco vManage checks that the signing of the 256-bit random value is proper. It does this using the vEdge
router's public key, which it extracts from the router's board ID certificate. If the signing is not correct,
Cisco vManage tears down the DTLS connection.

Cisco vManage uses the root CA chain from the vEdge routers board ID certificate to validate that the
board ID certificate is itself valid. If the certificate is not valid, Cisco vManage tears down the DTLS
connection.
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After performing these three checks, Cisco vManage knows that vEdge router is valid, and its authentication
of the router is complete.

When the two-way authentication succeeds, Cisco vManage server sends the configuration file to the vEdge
router. When the vEdge router receives the configuration file, it activates its full configuration and starts
advertising prefixes to Cisco vSmart Controller.
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Authentication between Cisco vSmart Controller and the vEdge Router

The last step in the automatic authentication process is for Cisco vSmart Controller and the vEdge router to
authenticate each other. In this step, Cisco vSmart Controller performs authentication to ensure that the vEdge
router belongs in its network, and the vEdge router also authenticates Cisco vSmart Controller. When the
authentication completes, the DTLS connection between the two devices becomes permanent, and Cisco
vSmart Controller establishes an OMP peering session running over the DTLS connection. Then, the vEdge
router starts sending data traffic over the Cisco SD-WAN overlay network.
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In this section below, is a more detailed step-by-step description of how the automatic authentication occurs
between Cisco vSmart Controller and a vEdge router.

To initiate a session between Cisco vSmart Controller and a vEdge router, one of the two devices initiates an
encrypted DTLS connection to the other. The encryption is provided by RSA. Each device automatically
generates an RSA private key—public key pair when it boots.

The authentication between Cisco vSmart Controller and a vEdge router is a two-way process that occurs in
parallel. Let's start our discussion with how Cisco vSmart Controller authenticates a vEdge router:

1. Cisco vSmart Controller sends a challenge to the vEdge router. The challenge is a 256-bit random value.

2. The vEdge router sends a response to the challenge that includes the following: * vEdge serial number *
vEdge chassis number ¢ vEdge board ID certificate * 256-bit random value signed by the vEdge router's
private key

3. Cisco vSmart Controller compares the serial and chassis numbers to the list in its vEdge authorized device
list file. The numbers must match one of the number pairs in the file. If there is no match, Cisco vSmart
Controller tears down the DTLS connection.

4. Cisco vSmart Controller checks that the signing of the 256-bit random value is proper. It does this using
the vEdge router's public key, which it extracts from the router's board ID certificate. If the signing is not
correct, Cisco vSmart Controller tears down the DTLS connection.

5. Cisco vSmart Controller uses the root CA chain from the vEdge routers board ID certificate to validate
that the board ID certificate is itself valid. If the certificate is not valid, Cisco vSmart Controller tears
down the DTLS connection.

6. Cisco vSmart Controller compares the response with the original challenge. If the response matches the
challenge that Cisco vBond Orchestrator issued, authentication between the two devices occurs. Otherwise,
Cisco vSmart Controller tears down the DTLS connection.
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After performing these three checks, Cisco vSmart Controller knows that vEdge router is valid, and its

authentication of the router is complete.

In the other direction, the vEdge router authenticates Cisco vSmart Controller:

1. Cisco vSmart Controller sends its trusted root CA signed certificate to the vEdge router.

2. The vEdge router uses its chain of trust to extract Cisco vSmart Controller's serial number from the
certificate. The number must match one of the numbers in the vSmart authorized serial number file. If
there is no match, the vEdge router tears down the DTLS connection.

3. The Edge router uses its chain of trust to extract the organization name from the certificate and compares
it to the organization name that is configured on the vEdge router. If the two organization names match,
the vEdge router knows that the organization of Cisco vSmart Controller is proper. If they do not match,
the vEdge router tears down the DTLS connection.

4. The vEdge router uses the root CA chain to verify that the certificate has indeed been signed by the root
CA (either Symantec or the enterprise CA). If the signature is correct, the vEdge router knows that the
certificate itself is valid. If the signature is incorrect, the vEdge router tears down the DTLS connection.
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After performing these three checks, the vEdge authentication of Cisco vSmart Controller is complete. The
DTLS connection that is used for authentication now becomes a permanent (nontransient) connection, and
the two devices establish an OMP session over it that is used to exchange control plane traffic.

This authentication procedure repeats for each Cisco vSmart Controller and each vEdge router that you
introduce into the overlay network.

Each vEdge router in the network must connect to at least one Cisco vSmart Controller. That is, a DTLS
connection must be successfully established between each vEdge router and one Cisco vSmart Controller.
The Cisco SD-WAN network has the notion of a domain. Within a domain, it is recommended that you have
multiple Cisco vSmart Controllers for redundancy. Then each vEdge router can connect to more than one
Cisco vSmart Controller.

Over the OMP session, a vEdge router relays various control plane—related information to Cisco vSmart
Controller so that Cisco vSmart Controller can learn the network topology:

*» The vEdge router advertises the service-side prefixes and routes that it has learned from its local static
and dynamic (BGP and OSPF) routing protocols.

* Each vEdge router has a transport address, called a TLOC, or transport location, which is the address of
the interface that connects to the WAN transport network (such as the Internet) or to the NAT gateway
that connects to the WAN transport. Once the DTLS connection comes up between the vEdge router and
Cisco vSmart Controller, OMP registers the TLOCs with Cisco vSmart Controller.

* The vEdge router advertises the IP addresses of any services that are located on its service-side network,
such as firewalls and intrusion detection devices.

Cisco vSmart Controller installs these OMP routes in its routing database and advertises them to the other
vEdge routers in the Cisco SD-WAN overlay network. Cisco vSmart Controller also updates the vEdge router
with the OMP route information that it learns from other vEdge routers in the network. Cisco vSmart Controller
can apply inbound policy on received routes and prefixes before installing them into its routing table, and it
can apply outbound policy before advertising routes from its routing table.
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Firewall Ports for Cisco SD-WAN Deployments

This article describes which ports Cisco SD-WAN devices use. If your network has firewall devices, you
must open these ports on the firewalls so that devices in the Cisco SD-WAN overlay network can exchange
traffic.

Cisco SD-WAN-Specific Port Terminology

By default, all Cisco vEdge devices use base port 12346 for establishing the connections that handle control
and traffic in the overlay network. Each device uses this port when establishing connections with other Cisco
vEdge devices.

Port Offset

When multiple Cisco vEdge devices are installed behind a single NAT device, you can configure different
port numbers for each device so that the NAT can properly identify each individual device. You do this by
configuring a port offset from the base port 12346. For example, if you configure a device with a port offset
of 1, that device uses port 12347. The port offset can be a value from 0 through 19. The default port offset is
0.

For NAT devices that can differentiate among the devices behind the NAT, you do not need to configure the
port offset.

Port Hopping

In the context of a Cisco SD-WAN overlay network, port hopping is the process by which devices try different
ports when attempting to establish connections with each other, in the event that a connection attempt on the
first port fails. After such a failure, the port value is incremented and the connection attempt is retried. The

software rotates though a total of five base ports, waiting longer and longer between each connection attempt.

If you have not configured a port offset, the default base port is 12346, and port hopping is done sequentially
among ports 12346, 12366, 12386, 12406, and 12426, and then returning to port 12346.

If you have configured a port offset, that initial port value is used and the next port is incremented by 20. For
example, for a port configured with an offset of 2, port hopping is done sequentially among ports 12348,
12368, 12388, 12408, and 12428, and then returning to port 12348.

Incrementing the ports by 20 ensures that there is never any overlap among the possible base port numbers.

vEdge routers use port hopping when attempting to establish connections to Cisco vManage, Cisco vBond
Orchestrator, and Cisco vSmart Controllers. You can also manually request a vEdge router to port-hop.

Cisco vSmart Controllers and Cisco vManage instances are normally installed behind a properly behaving
NAT device, so port hopping is generally not needed and generally does not occur on these devices.

Cisco vBond Orchestrators always connect to other Cisco vEdge devices using port 12346. They never use
port hopping.

To describe how port hopping works, we use as an example a vEdge router with the default base port of 12346.
When a router has attempted to connect to another Cisco vEdge device but the connection does not succeed
within a certain time, the router hops to the next base port and tries establishing the connection on that port.
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If the first connection attempt on the initial base port does not succeed after about 1 minute, the router hops
to port 12366. After about 2 minutes, it hops to port 12386; after about 5 minutes, it hops to port 12406; and
after about 6 minutes, it hops to port 12426. Then the cycle returns to initial port, 12346.

With a full-cone NAT device, the source ports for all connections initiated by a given vEdge router remain
consistent across all sessions initiated by the vEdge router. For example, if the router initiates a session with
public source port 12346, this is the port used for all communication.

Effects of Port Hopping

Cisco vEdge devices use port hopping to make every attempt to keep the control plane of the overlay network
up and operational. If a controller device—Cisco vBond Orchestrator, Cisco vManage, or Cisco vSmart
Controller—goes down for any reason and the vEdge routers remain up, when the controller device comes
back up, the connection between it and the vEdge router might shut down and restart, and in some cases the
BFD sessions on the vEdge router might shut down and restart. This behavior occurs because of port hopping:
When one device loses its control connection to another device, it port hops to another port in an attempt to
re-establish the connection.

Two examples illustrate when this might occur:

* When Cisco vBond Orchestrator crashes, Cisco vManage might take down all connections to the vEdge
routers. The sequence of events that occurs is as follows: When Cisco vBond Orchestrator crashes, Cisco
vManage might lose or close all its control connections. Cisco vManage then port hops, to try to establish
connections to the Cisco vSmart Controllers on a different port. This port hopping on Cisco vManage
shuts down and then restarts all its control connections, including those to the vEdge routers.

+ All control sessions on all Cisco vSmart Controllers go down, and BFD sessions on the vEdge routers
remain up. When any one of the Cisco vSmart Controllers comes back up, the BFD sessions on the
routers go down and then come back up because the vEdge routers have already port hopped to a different
port in an attempt to reconnect to Cisco vSmart Controllers.

Ports Used by vEdge Routers

When a vEdge router joins the overlay network, it establishes DTLS control plane connections with the
controller devices—Cisco vBond Orchestrator, Cisco vManage, and Cisco vSmart Controller. The router uses
these control connections to learn the location of Cisco vSmart Controller from Cisco vBond Orchestrator,
to receive its configuration from Cisco vManage, and to receive its policy and any policy updates fromCisco
vSmart Controller. When initially establishing these DTLS connections, the vEdge router uses the base port
12346. If it is unable to establish a connection using this base port, it port-hops through ports 12366, 12386,
12406, and 12426, returning, if necessary, to 12346, until it successfully establishes the DTLS connections
with the three controller devices. This same port number is used to establish the IPsec connections and BFD
sessions to the other vEdge routers in the overlay network. Note that if the vEdge configuration includes a
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port offset, the base port number and the four sequential port numbers are incremented by the configured
offset.

To see which port DTLS and BFD are using for the control and data connections, look at the Private Port
column in the output of the show control local-properties command. The command output also shows the
public port number that the interface is using. If the vEdge router's WAN port is not connected to a NAT
device, the private and public port numbers are the same. If a NAT device is present, the port number listed
in the Public Port column is the one being used by the NAT device, and it is the port that BFD is using. This
public port number is the one remote vEdge routers use to send traffic to the local site.

If a NAT device is present, the port number listed in the Public Port column is used by the NAT device, and
BFD. This public port number is used by remote vEdge routers to send traffic to the local site.

Note

If a tunnel interface using a TLOC extension is behind a NAT device of the SD-WAN peer router, the remote
site uses port 5063 as a target for BFD.

In a network with firewall devices, you must open the Cisco SD-WAN base ports on the firewall devices to
allow traffic to flow across the overlay network. You open all the base ports that the vEdge routers in the
network might use, which are the default base ports and the four base ports that the router can port-hop among.

Note

Port hopping is generally not needed on Cisco vSmart Controllers and on Cisco vManage.

For Cisco vEdge routers configured to use TLS tunnels, which use TCP, the routers select a random TCP
port. Therefore, you must configure proper NAT entries for Cisco vManage and Cisco vSmart Controllers to
be able to communicate with Cisco vEdge routers.

For Cisco vEdge routers configured to use DTLS tunnels, which use UDP, at a minimum you must open the
five base ports that are used by a vEdge router with a default port offset of 0. Specifically, you open:

* Port 12346
* Port 12366
* Port 12386
* Port 12406
* Port 12426

If you have configured a port offset value on any of the Cisco vEdge devices, you also need to open the ports
configured with the port offset value:

* Port (12346 + port offset value)
* Port (12366 + port offset value)
* Port (12386 + port offset value)
* Port (12406 + port offset value)

* Port (12426 + port offset value)
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Ports Used by Cisco SD-WAN Devices Running Multiple vCPUs

The Cisco vSmart Controllers can run on a virtual machine (VM) with up to eight virtual CPUs (vCPUs).
Cisco vManage can be configured to a minimum of 16 vCPUs, and eight vCPUs are used for control connection
ports. The vCPUs are designated as Core0 through Core7.

Each core is allocated separate base ports for control connections. The base ports differ, depending on whether
the connection is over a DTLS tunnel (which uses UDP) or a TLS tunnel (which uses TCP).

\}

Note Cisco vBond Orchestrators do not support multiple cores. Cisco vBond Orchestrators always use DTLS tunnels
to establish control connections with other Cisco vEdge devices, so they always use UDP. The UDP port is
12346.

The following table lists the port used by each vCPU core for Cisco vManage. Each port is incremented by
the configured port offset, if offset is configured.

Table 3:

Core Ports for DTLS Ports for TLS
Number (UDP) (TCP)
Core0 12346 23456
Corel 12446 23556
Core2 12546 23656
Core3 12646 23756
Core4 12746 23856
Core5 12846 23956
Core6 12946 24056
Core7 13046 24156

Administrative Ports Used by Cisco vManage

Cisco vManage uses the following administrative ports for protocol-specific communication:

Purpose Traffic Direction Protocol | Port
Number
Netconf Bidirectional TCP |830

Between Cisco vManage and Cisco vSmart Controllers or Cisco vBond
Orchestrators. This port is used in Cisco vManage to establish initial
discovery.

HTTPS Incoming TCP |443
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Purpose |Traffic Direction Protocol | Port
Number

SNMP Incoming UDP |161

query

SSH Incoming TCP |22

Cisco vManage uses SCP to install signed certificates onto the controllers
if DTLS/TLS connections are not yet formed between them. SSH uses

TCP destination port 22.
RADIUS | Outgoing UDP |1812
SNMP trap | Outgoing UDP |162
Syslog Outgoing UDP (514
TACACS |Outgoing TCP |49

vManage clusters use the following ports for communication among the NMSs that comprise the cluster:

vManage Service Traffic Protocol | Port Numbers
Direction
Application server Bidirectional |TCP 80,443, 7600, 8080, 8443, 57600
Configuration database Bidirectional |TCP |2424, 2434
Coordination server Bidirectional |TCP 2181, 3888
Message bus Bidirectional |TCP 9092
Statistics database Bidirectional |TCP |9200, 9300
Tracking of device configurations (NCS and | Bidirectional |TCP |830
Netconf)

Configure the Port Offset

When two or more Cisco vEdge devices are behind the same full-cone NAT device, one device can use the
default port offset, and you should configure a port offset on the remaining devices:

Device (config) # system port-offset number
The port offset can be a value from 0 through 19. The default port offset is 0.

In the following example, vEdge-1 uses the default port offset of 0, and on vEdge-2 the port offset is set to
1.
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In this example:

» vEdge-1 attempts to connect first using base port 12346. If that attempt is not successful, the router
attempts port 12366, 12386, 12406 and 12426.

* vEdge-2 has a port offset of 1, so the first port it attempts to connect on is 12347 (12346 plus offset of
1). If it fails to connect using port 12347, the router hops by increments of 20 and attempts to connect
on ports 12367, 12387, 12407, and 12427.

Perform Port Hopping Manually
You can manually request a vEdge router to port-hop:
vEdge# request port-hop

One reason to use this command is if the router's control connections are up, but BFD is not starting. The
request port-hop command restarts the control connections on the next port number, and BFD should then
also start.

Download Software

Cisco SD-WAN software is available on the Cisco website.

For the initial software installation on Cisco vManage instances, Cisco vBond Orchestrators, vEdge Cloud
routers, and Cisco vSmart Controllers, all of which run as virtual machines (VMs) on a server, the software is
provided as open virtualization (.ova) files, with one file for each device type:

* vbond-software-release.ova
» viptela-edge-software-release.ova
* vmanage-software-release.ova

« vsmart-software-release.ova

The software release is identified with three numeric fields (such as 16.1.0).

Hardware vEdge routers ship with software already installed, so you do not need to download a software
image when you are first installing the routers.
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To download the Cisco SD-WAN software:

1. Go to http://viptela.com/support/ and log in.
2. Click Downloads.

3. Select the software release version.

4

Click the desired .ova software image file to download it. (Note that the .tar files are software bundles
that you use only when upgrading the software. They are not required for initial software installation.)

5. Copy the software image to the desired HTTP or FTP file server in your local network.

Deploy Cisco vManage

The Cisco vManage is a centralized network management system that provides a GUI interface to easily
monitor, configure, and maintain all Cisco vEdge devices and links in the overlay network. The Cisco vManage
runs as a virtual machine (VM) on a network server.

An SD-WAN overlay network can be managed by one Cisco vManage, or it can managed by a cluster, which
consists of a minimum of three Cisco vManage instances. It is recommended that you build a network,
especially a larger network, with a vManage cluster. The Cisco vManage manages all the Cisco vEdge devices
in the overlay network, providing dashboard and detailed views of device operation, and controlling device
configurations and certificates.

To deploy Cisco vManage instances:
1. Create a vManage VM instance, either on an ESXi or a KVM hypervisor.

2. Create either a minimal or a full configuration for each of the Cisco vManage instance. You can configure
Cisco vManage by creating a device configuration template, or you can use SSH to open a CLI session
and then manually configure Cisco vManage. If you create the configuration manually and if you later
create a device configuration template and attach it to Cisco vManage, the existing configuration on Cisco
vManage is overwritten. Note that you must configure each Cisco vManage in the cluster individually,
from that vManage server itself. You cannot create a vManage configuration template on one vManage
server and attach other Cisco vManage to that device template.

3. Configure certificate settings and generate a certificate for the Cisco vManage.
4. Create a vManage cluster .

5. Create a multitenant Cisco vManage.

vManage Web Server Ciphers
In Releases 16.3.0 and later, vManage web servers support the following ciphers:

« TLS_DHE_DSS_WITH_AES_128 GCM_<wbr/>SHA256
« TLS_DHE_DSS_WITH_AES_256_GCM_<wbr/>SHA384
« TLS_ DHE_RSA_WITH_AES_128 GCM_<wbr/>SHA256
« TLS DHE RSA WITH_AES 256 GCM_<wbr/>SHA384
- TLS ECDHE ECDSA WITH_AES 128 <wbr/>GCM_SHA256
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« TLS_ECDHE _ECDSA WITH _AES 256 <wbr/>GCM_SHA384
« TLS_ECDHE_RSA_WITH_AES_128 <wbr/>GCM_SHA256
« TLS_ECDHE_RSA_WITH_AES 256 <wbr/>GCM_SHA384

In Release 16.2, vManage web servers support the following ciphers:

- TLS_ECDHE_ECDSA_WITH_AES 128 <wbr/>CBC_SHA
« TLS_ECDHE_RSA_WITH_AES 128 <wbr/>CBC_SHA
« TLS RSA_WITH AES 128 CBC_SHA

Create vManage VM Instance on ESXi

To run Cisco vManage, you must create a virtual machine (VM) instance for it on a server that is running
hypervisor software. This topic describes how to create a virtual machine on a server running the VMware
vSphere ESXi Hypervisor. You can also create the virtual machine on a server running the Kernel-based
Virtual Machine (KVM) hypervisor.

For server requirements, see Server Hardware Recommendations.

To create a Cisco vManage virtual machine instance on an ESXi hypervisor:

1. Start the vSphere Client and create a Cisco vManage VM instance.

2. Create a new virtual disk that has a volume of at least 100 GB for the Cisco vManage database.
3. Add another vNICs.

4. Start the Cisco vManage VM instance and connect to the Cisco vManage console.

5

To create a Cisco vManage cluster, repeat Steps 1 through 4 to create a VM for each Cisco vManage
instance.

If you are using the VMware vCenter Server to create the Cisco vManage VM instance, follow the same
procedure.

Launch vSphere Client and Create vManage VM Instance

1. Launch the VMware vSphere Client application, and enter the IP address or name of the ESXi server,
your username, and your password. Click Login to log in to the ESXi server.

The system displays the ESXi screen.
2. Click File > Deploy OVF Template to deploy the virtual machine.
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In the Deploy OVF Template screen, enter the location to install and download the OVF package. This
package is the vmanage.ova file that you downloaded from the Support page. Click Next.

Click Next to verify OVF template details.
Enter a name for the deployed template and click Next.
Click Next to accept the default format for the virtual disks.

From the Destination Networ ks drop-down list, select the destination network for the deployed OVF
template, and click Next.

In the Ready to Complete screen, click Finish to complete deployment of the Cisco vManage VM instance.

The system has successfully created the VM instance with the parameters you just defined and displays the
vSphere Client screen with the Getting Started tab selected. By default, this includes one vNIC. This vNIC
is used for the tunnel interface.

Create a New Virtual Disk

You must create a new virtual disk with a volume of at least 100 GB for the Cisco vManage database:

1

In the left navigation bar of the vSphere Client screen, select the Cisco vManage VM instance that you
just created, and click Edit virtual machine settings.

In the vManage Virtual Machine Properties screen, click Add to add a new virtual disk, and then click
OK.

In the Add Hardware screen, select Hard Disk for the device type you want to add to your VM, and click
Next.

In the Select a Disk screen, select Create a new virtual disk, and click Next.
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5. Inthe Create a Disk screen, specify the disk capacity for the Cisco vManage database to be 100 GB, and
click Next.

6. Inthe Advanced Options screen, choose IDE (staring Cisco vManage Release 20.3.1, choose SCSI) for
the virtual storage device, and click Next. If you are using IDE for release older than Cisco vManage
Release 20.3.1, the virtual store device must be IDE.

7. In the Ready to Complete screen, click Finish to complete creating a new virtual disk with a capacity of
100 GB.

The system displays the vSphere Client screen with the Getting Started tab selected.

Add Additional vNICs
To add another vNICs for the management interface and for the Message Bus:

1. In the left navigation bar of the vSphere Client, select the Cisco vManage VM instance that you just
created, and click Edit virtual machine settings.

2. In the Cisco vManage — Virtual Machine Properties screen, click Add to add a new vNIC for the
management interface. Then click OK.

Click Ethernet Adapter for the type of device you wish to add. Then click Next.
In the Adapter Type drop-down, select VMXNET3 for the vNIC to add. Then click Next.

In the Ready to Complete screen, click Finish.

o g > W

The Cisco vManage — Virtual Machine Properties screen opens showing that the new vNIC is being added.
Click OK to return to the vSphere Client screen.

7. If the Cisco vManage instance is part of a cluster, repeat Steps 2 through 6 to create a third vNIC. This
vNIC is used for the Message Bus.

Connect Cisco vManage VM Instance to Cisco vManage Console

1. In the left navigation bar of the vSphere Client, select the Cisco vManage VM instance that you just
created, and click Power on the virtual machine. The Cisco vManage virtual machine is powered on.

2. Select the Consoletab, to connect to the Cisco vManage console. The Cisco vManage console is displayed.
Log in to Cisco vManage.

3. Select the storage device to use.
4. Select hdc, which is the new partition you added for the Cisco vManage database.

5. Confirm that you want to format the new partition, hdc. The system then reboots and displays the Cisco
vManage instance.

6. To connect to the Cisco vManage instance using a web browser, configure an IP address on the Cisco
vManage instance:

a. Login to Cisco vManage.

b. Inthe management VPN, VPN 512, configure an IP address on interface eth0. Specify an IP address
that is reachable on your network. If necessary, add a default route:
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# config

(config) # vpn 512

(config) # ip route prefix/length next-hop-ip-address
(config-vpn-512) # interface ethO
(config-interface-ethO) # ip address ip-address
(config-interface-eth0)# no shutdown
(config-interface-eth0O) # commit and-quit

#

7. To connect to the Cisco vManage instance, type the following string in the URL:

https:// ip-address :8443/

8. Login.

Create vManage VM Instance on KVM

To run Cisco vManage, you must create a virtual machine (VM) instance for it on a server that is running
hypervisor software. This topic describes the process for creating a VM on a server running VMware
Kernel-based Virtual Machine (KVM) Hypervisor. You can also create the VM on a server running VMware
vSphere ESXi Hypervisor.

For server requirements, see Server Hardware Requirements.

Create Cisco vManage VM Instance on the KVM Hypervisor

To create a Cisco vManage VM instance on the KVM hypervisor:

1

Launch the Virtual Machine Manager client application. The system displays the Virtual Machine
Manager screen.

Click New to deploy the virtual machine. The Create a new virtual machine screen opens.

Enter the name of the virtual machine.

a. Select Import existing disk image radio button.

b. Click Forward. The virtual disk is imported and associated to the VM instance you are creating.

Provide the existing storage path box, click Browse to find the Cisco vManage software image.

a. Inthe OSType field, select Linux.
b. Inthe Version field, select the Linux version that you are running.

c. Click Forward.

Specify Memory and CPU based on your network topology and number of sites, and click Forward.
Select Customize configuration before install, and click Finish.

Select Disk 1 in the left navigation bar.

a. Click Advanced Options.

b. 1In the Disk Bus field, choose IDE (staring Cisco vManage Release 20.3.1, choose SCSI).

c. Inthe Storage Format field, choose qcow?2.
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\}

d. Click Apply to create the VM instance with the parameters you defined. By default, this VM instance
includes one vNIC, which is used for the tunnel interface.

Note Cisco SD-WAN supports only VMXNET3 vNICs.

8.

10.

11

12.

13.

14.
15.

16.
17.

18.

In the Cisco vManage Virtual Machine window, click Add Hardwar e to add a new virtual disk for the
Cisco vManage database.

In the Add New Virtual Hardware screen, specify the following for the new virtual disk:

a. InCreate a disk image on the computer's hard drive, specify the disk capacity for the Cisco vManage
database to be 100GB.

b. In the Device Type field, specify IDE disk (staring Cisco vManage Release 20.3.1, specify SCSI
disk) for the virtual storage.

C. Inthe Storage Format field, specify qcow?2.

d. Click Finish to complete the creation of a new virtual disk with a capacity of 100 GB.

In the Cisco vManage Virtual Machine screen, click Add Hardwar e to add another vNIC for the
management interface.

In the Add New Virtual Hardware screen, click Network.

a. Inthe Host Device field, select an appropriate host device.

b. Click Finish.

The newly created vNIC is listed in the left pane. This vNIC is used for the management interface.

If the Cisco vManage instance is a part of a cluster, repeat Steps 10 and 11 to create a third vNIC. This
vNIC is used for the Message Bus.

In the Cisco vManage Virtual Machine screen click Begin I nstallation in the top upper-left corner of
the screen.

The system creates the virtual machine instance and displays the Cisco vManage console.

At the login prompt, log in with the default username, which is admin, and the default password, which
is admin. The system prompts you to select the storage device to use.

Select hdc, which is the new partition you added for the vManage database.

Confirm that you want to format the new partition, hdc. The system reboots and displays the Cisco
vManage instance.

To create a Cisco vManage cluster, repeat Steps 1 through 17 to create a VM for each Cisco vManage
instance.

Connect to a Cisco vManage Instance

To connect to a Cisco vManage instance using a web browser, configure an IP address on the Cisco vManage
instance:
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1. Log in with the default username and password:

Login: admin password: admin #

2. Inthe management VPN, VPN 512, configure an IP address on interface ethO. Specify an IP address that
is reachable on your network. If necessary, add a default route:

# config

(config) # vpn 512

(config) # ip route prefix/length next-hop-ip-address
(config-vpn-512) # interface ethO
(config-interface-ethO)# ip address ip-address
(config-interface-eth0) # no shutdown
(config-interface-eth0O) # command and-quit

#
3. To connect to the vManage instance, type the following string in the URL:
https:// ip-address : 8443/

4. Log in with the username admin and the password admin.

Create Configuration Templates for Cisco vManage

You should create configuration templates for Cisco vManage.
Configuration Prerequisites

Security Prerequisites

Before you can configure Cisco vManage in the Cisco SD-WAN overlay network, you must have generated
a certificate for it, and the certificate must already be installed on the device. See Generate a Certificate.

Variables Spreadsheet

The feature templates that you create will contain variables. For Cisco vManage to populate the variables with
actual values when you attach a device template to a device, either enter the values manually or click | mport
File in the upper right corner to load an Excel file in CSV format that contains the variables values.

In the spreadsheet, the header row contains the variable name and each row after that corresponds to a device,
defining the values of the variables. The first three columns in the spreadsheet must be (in order):

* csv-deviceld—Serial number of the device (used to uniquely identify the device).
* csv-device]P—System IP address of the device (used to populate the system ip address command).

* csv-host-name—Hostname of the device (used to populate the system hosthame command).
You can create a single spreadsheet for all devices in the overlay network—Cisco vManages, routers, Cisco

vSmart Controllers, and Cisco vBond Orchestrators. You do not need to specify values for all variables for
all devices.

Feature Templates for Cisco vManages

-—->
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The following features are mandatory for Cisco vManage operation, so you must create a feature template
for each of them:

-—->

Table 4:

Feature Template Name

Authentication, Authorization, and Accounting (AAA) | AAA

Security Security
System-wide parameters System
Transport VPN (VPN 0) VPN, with the VPN ID set to 0.

Management VPN (for out-of-band management traffic) | VPN, with the VPN ID set to 512.

-—->>

Create Feature Templates

Feature templates are the building blocks of a Cisco vManage's complete configuration. For each feature that
you can enable on Cisco vManage, a template form is provided that you fill out with the desired parameters
for that feature.

You must create feature templates for the mandatory Cisco vManage features.
You can create multiple templates for the same feature.

To create vManage feature templates:

1. In Cisco vManage, select Configuration > Templates.

2 From the Templatestitle bar, select Feature.

3. Click Add Template.
4

In the left pane, from Select Devices, select vM anage. You can create a single feature template for
features that are available on both theCisco vManage and other devices. You must, however, create
separate feature templates for software features that are available only on Cisco vManage.

5.  Intheright pane, select the template. The template form is displayed. The top of the form contains fields
for naming the template, and the bottom contains fields for defining parameters applicable to that
template. Optional parameters are generally grayed out. A plus (+) sign is displayed to the right when
you can add multiple entries for the same parameter.

6.  Enter a template name and description. These fields are mandatory. You cannot use any special characters
in template names.

7.  Foreach required parameter, choose the desired value, and if applicable, select the scope of the parameter.
Select the scope from the drop-down menu available to the left of each parameter field.

8.  Click the plus sign (+) below the required parameters to set values for additional parameters, if applicable.
9.  Click Create.

10. Create feature templates for each of the required features listed in the previous section.
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a. For the transport VPN, use the template called VPN-vManage and in the VPN Template section,
set the VPN to 0, with a scope of Global.

b. Forthe management VPN, use the template called VPN-vManage and in the VPN Template section,
set the VPN to 512, with a scope of Global.

11. Create any additional feature templates for each optional feature that you want to enable on Cisco
vManage.

Release Information

Introduced in Cisco vManage in Release 15.3.

Configure Cisco vManage

Once you have set up and started the virtual machines (VMs) for Cisco vManage, they come up with a
factory-default configuration. You then configure each Cisco vManage instance directly from Cisco vManage
server itself, by creating a device configuration template, so that Cisco vManage can be authenticated and
verified and can join the overlay network. At a minimum, you must configure the IP address of your network's
Cisco vBond Orchestrator, the device's system IP address, and a tunnel interface in VPN 0 to use for exchanging
control traffic among the network controller devices (the Cisco vBond Orchestrator, Cisco vManage, and
Cisco vSmart Controller devices).

For the overlay network to be operational and for Cisco vManage instances to participate in the overlay
network, you must do the following:

* Configure a tunnel interface on at least one interface in VPN 0. This interface must connect to a WAN
transport network that is accessible by all Cisco vEdge devices. VPN 0 carries all control plane traffic
among the Cisco vEdge devices in the overlay network.

* Ensure that the Overlay Management Protocol (OMP) is enabled. OMP is the protocol responsible for
establishing and maintaining the Cisco SD-WAN control plane. OMP is enabled by default, and you
cannot disable it. If you edit the configuration from the CLI, do not remove the omp configuration
command.

Note

For a vManage cluster, you must configure each Cisco vManage instance in the cluster individually, from
that Cisco vManage server itself. You cannot create Cisco vManage configuration template on one Cisco
vManage server and attach other Cisco vManage to that device template.

Configure Cisco vManage with a Device Configuration Template
To configure Cisco vManage, create a device configuration template:
1.  Configure the address of Cisco vBond Orchestrator:

a. Select Administration > Settings.

b. Click the Edit button to the right of the vBond bar.
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c. Inthe vBond DNS/IP Address: Port field, enter the DNS name that points to Cisco vBond
Orchestrator or the IP address of Cisco vBond Orchestrator and the port number to use to connect
to it.

d. Click Save.

In Cisco vManage, select Configuration > Templates.
In the Device tab, click Create Template.
From the Create Template drop-down list, select From Feature Template.

From the Device M odel drop-down list, select vM anage. Cisco vManage displays all the feature
templates for configuring Cisco vManage. The required feature templates are indicated with an asterisk
(*), and the remaining templates are optional. The factory-default template for each feature is selected

by default.

In the Template Name field, enter a name for the device template. This field is mandatory and can
contain only uppercase and lowercase letters, the digits 0 through 9, hyphens (-), and underscores ().
It cannot contain spaces or any other characters.

In the Description field, enter a description for the device template. This field is mandatory, and it can
contain any characters and spaces.

In the System feature template, configure the Site ID, System IP Address, Hostname, Location, Timezone,
and GPS Location.

In the AAA feature template, in the L ocal tab, click User s, and change the password for the user "admin".

In the VPN feature template, select VPN 0 and configure the system IP address and the address or
hostname of a DNS server. If necessary, click the Route tab and add a static route.

If you need to add a static route in VPN 512, in a second VPN feature template, select VPN 512, click
Route tab, and add the static route.

In the VPN-Interface-Ethernet feature template, configure the interface in VPN 0 to use as a tunnel
interface to connect to the WAN transport network. In Shutdown, click No, enter the Interface Name,
and assign the interface either a dynamic or static address. In the I nterface Tunnel tab, in Tunnel
Interface, click On. Then assign a color to the tunnel interface, and select the desired services to allow
on the tunnel.

Note

You must configure a tunnel interface on at least one interface in VPN 0 for the overlay network to come up
and for Cisco vManage to be able to participate in the overlay network. This interface must connect to a WAN
transport network that is accessible by all Cisco vEdge devices. VPN 0 carries all control plane traffic among
the Cisco vEdge devices in the overlay network.

13.

14.
15.

In a second VPN-Interface-Ethernet feature template, configure the interface to use as the management
interface in VPN 512. In Shutdown, click No, enter the Interface Name, and assign the interface either
a dynamic or static address.

In the Security feature template, configure the control plane protocol.

Optionally, modify the default Archive, Banner, Logging, NTP, and SNMP feature templates. Use the
Banner template to configure MOTD and login banners that are displayed when you log in to the device
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through the CLI. To create a login banner that is displayed when you log in to the Cisco vManage server,
select Administration > Settings > Banner.

Click Create. The new configuration template is displayed in the Device Template table. The Feature

Templates column shows the number of feature templates that are included in the device template, and
the Type column shows "Feature" to indicate that the device template was created from a collection of
feature templates.

In the Device Template table, locate the desired device template.
Click More Actionsicon to the right of the row, and select Attach Devices.

In the Attach Devices box, select the local Cisco vManage from the Available Devices list, and click
the right-pointing arrow to move it to the Selected Devices box.

Click Attach.

Sample CLI Configuration

Below is an example of a simple Cisco vManage configuration. Note that this configuration includes a number
of settings from the factory-default configuration and shows a number of default configuration values.

vManage# show running-config

system

host-name vManage

gps-location latitude 40.7127837
gps-location longitude -74.00594130000002
system-ip 172.16.255.22

site-id 200

organization-name "Cisco"

clock timezone America/Los_Angeles

vbond 10.1.14.14

aaa

auth-order local radius tacacs
usergroup basic

task system read write
task interface read write

usergroup netadmin

usergroup operator

task system read
task interface read
task policy read
task routing read
task security read

user admin

password encrypted-password

logging
disk

snmp

enable

no shutdown
view v2
oid 1.3.6.1
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|
community private
view v2
authorization read-only
|
trap target vpn 0 10.0.1.1 16662
group-name Cisco
community-name private
|
trap group test
all
level critical major minor
exit
exit
!
vpn 0
interface ethl
ip address 10.0.12.22/24
tunnel-interface
color public-internet
allow-service dhcp
allow-service dns
allow-service icmp
no allow-service sshd
allow-service netconf
no allow-service ntp
no allow-service stun
allow-service https
|

no shutdown
|

ip route 0.0.0.0/0 10.0.12.13
|

vpn 512
interface eth0
ip 172.16.14.145/23

no shutdown
|

ip route 0.0.0.0/0 172.16.14.1
|

What's Next
See Configure Certificate Settings.

Configure Certificate Settings

New controller devices in the overlay network—Cisco vManage instances, Cisco vBond Orchestrators, and
Cisco vSmart Controllers—are authenticated using signed certificates. From Cisco vManage, you can
automatically generate the certificate signing requests (CSRs), retrieve the generated certificates, and install
them on all controller devices when they are added to the network.

Note  All controller devices must have a certificate installed on them to be able to join the overlay network.

To automate the certification generation and installation process, configure the name of your organization
and certificate authorization settings before adding the controller devices to the network.

For more information, see Certificates.
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Generate Cisco vManage Certificate

For Cisco vManage to be able to join the overlay network, you must generate a certificate signing request
(CSR) for Cisco vManage instance. Cisco vManage automatically retrieves the generated certificate and
installs it.

For more information, see Certificates.

Create a vManage Cluster

A vManage cluster is a collection of three or more Cisco vManage instances in a Cisco SD-WAN overlay
network domain. The cluster collectively provides network management services to all Cisco vEdge devices
in the network. Some of the services, such as determining which vManage instance connects to and handles
requests for a router, are distributed automatically, while for others (the statistics and configuration databases,
and the messaging server), you configure which Cisco vManage instance handles the service.

For more information, refer to Cluster Management.

Enable Timeout Value for a vManage Client Session

By default, a user's session to a Cisco vManage client remains established indefinitely and never times out.
To set how long a Cisco vManage client session is inactive before a user is logged out:

1. In Cisco vManage, navigate to Administration > Settings.

2. Click Edit to the right of the Client Session Timeout bar.

3. In the Session Timeout field, click Enabled.

4. 1In the Timeout field, enter the timeout value, in minutes. This value can be from 10 to 180 minutes.

5

Click Save.

The client session timeout value applies to all Cisco vManage servers in a Cisco vManage cluster.

Deploy Cisco vBond Orchestrator

Cisco vBond Orchestrator is a software module that authenticates the Cisco vSmart Controllers and the vEdge
routers in the overlay network and coordinates connectivity between them. It must have a public IP address
so that all Cisco vEdge devices in the network can connect to it (it is the only Cisco vEdge device that must
have a public address). While the Cisco vBond Orchestrator can be located anywhere in the network, it is
strongly recommended that you place it in a DMZ. Assigning a public IP address to the orchestrator allows
Cisco vSmart Controllers and vEdge routers that are situated in private address spaces, secured behind different
NAT gateways, to establish communication connections with each other. Cisco vBond Orchestrator runs as
a VM on a network server.

A Cisco SD-WAN overlay network can have one or more Cisco vBond Orchestrators.
To deploy Cisco vBond Orchestrators:
1. Create a vBond VM instance, either on an ESXi or a KVM hypervisor.
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2. Create a minimal configuration for Cisco vBond Orchestrator, to allow it to be accessible on the network.
You do this by using SSH to open a CLI session to Cisco vBond Orchestrator and manually configuring
the device.

3. Add Cisco vBond Orchestrator to the overlay network so that Cisco vManage is aware of it.

4. If you are hosting Cisco SD-WAN zero-touch-provisioning (ZTP) vBond server in your enterprise,
configure one Cisco vBond Orchestrator to perform this role.

5. Create a full configuration for Cisco vBond Orchestrator. You create the initial configuration by using
SSH to open a CLI session to Cisco vBond Orchestrator. Then you create the full configuration by creating
configuration templates on Cisco vManage and then attaching the templates to Cisco vBond Orchestrator.
When you attach the configuration templates to Cisco vBond Orchestrator, the configuration parameters
in the templates overwrite the initial configuration.

Create vBond VM Instance on ESXi

To start Cisco vBond Orchestrator, you must create a virtual machine (VM) instance for it on a server that is
running hypervisor software. This article describes how to create a VM on a server running the VMware
vSphere ESXi Hypervisor. You can also create the VM on a server running the Kernel-based Virtual Machine
(KVM) Hypervisor software.

For server information, see Server Hardware Recommendations .
To create a vBond VM instance on the ESXi hypervisor:
1. Launch the vSphere client and Create a vBond VM instance .

2. Add a vNIC for the tunnel interface.

3. Start the vBond VM instance and connect to the console.

The details of each step are provided below.

If you are using the VMware vCenter Server to create the vBond VM instance, follow the same procedure.
Note, however, that the vCenter Server screens looks different than the vSphere Client screens shown in the
procedure.

Launch vSphere Client and Create a vBond VM Instance

1. Launch the VMware vSphere Client application, and enter the IP address or name of the EXSi server,
your username, and your password. Click Login to log in to the ESXi server.
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2] VMware vSphere Client
vmware

VMware vSphere™

(lient

% All vSphere features introduced in vSphere 5.5 and beyond are
available only through the vSphere Web Client. The traditional
vSphere Client will continue to operate, supporting the same
feature set as vSphere 5.0.

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a
wvCenter Server.

IP address / Name:

172.16.15.127 |
|
—

I™ Use Windows session credentials

User name:

Password:

o |

©
re]
Ql
©
©
(]
The system displays the ESXi screen.
1511721615127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help
ﬁ E ‘Q Home b gf] Inventory b [l Inventory ‘
AR I X S
= @ 172.16.15.127 vEdge Cloud
[Euh el Summary ' ResourceAllocation ' Performance  Events ' Console  Permissions
close tab N
What is a Virtual Machine?
A virtual machine is a software computer that, like a Virtual Machines
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system.
Because every virtual machine is an isolated computing
environment, you can use virtual machines as desktop or Ny
workstation environments, as testing environments, or to ] Host
consolidate server applications.
Virtual machines run on hosts. The same host can run
N
many virtual machines L =
Basic Tasks vSphere Client
Power Off the virtual machine
00 Suspend the virtual machine
& Edit virtual machine settings
o
|| ®
8
] Tasks | root ©

2. Click File> Deploy OVF Template to deploy the virtual machine.
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1511721615127 - vSphere Client ol e ==
File | Edit View Inventory Administration Plug-ins Help
New * ftory b B Inventory
Deploy OVF Template...
Export »
Report »
Browse VA Marketplace... [T A, Summary | Virtual Machines |Resource Allocation | Performance | Configuration | Local Users & Groups | Events | Permissions
Print Maps 8 close tab [X] -
- What is a Host?
Exit
A host is a computer that uses virtualization software, such Virtual Machines A
as ESX or ESXi, to run virtual machines. Hosts provide the <
CPU and memory resources that virtual machines use and r
give virtual machines access to storage and network
connectivity
You can add a virtual machine to a host by creating a new Host
one or by deploying a virtual appliance.
The easiest way o add a virtual machine is fo deploy a
virtual appliance. A virtual appliance is a pre-built virtual
machine with an operating system and software already
installed. A new virtual machine will need an operating
system installed on it, such as Windows or Linux
Sphere Clier
Basic Tasks
& Deploy from VA Marketplace
& Create a new virtual machine N
~| Learn about vSphere
Manage multiple hosts, eliminate downtime, load
balance your datacenter with viotion, and more
-| Evaluate vSphere
v
Recent Tasks Name, Target or Status contains: v Clear X
Name: | Target | Status | Detalls | Initiated by | Requested Start Ti... < | Start Time Completed Time: |
N~
%ol
(3}
@
[&] Tasks oot 8

In the Deploy OVF Template screen, enter the location to install and download the OVF package. This

package is the vedge.ova file that you downloaded from Cisco. Then click Next.

Click Next to verify OVF template details.

Enter a name for the deployed template and click Next. The
instance.

Click Next to accept the default format for the virtual disks.

figure below specifies a name for the vBond
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ﬁ B £y Home

m | p &
= @ 17216.15.127

5 1721615127 - vSphere Client (o=@ ][=
File Edit View Inventory Administration Plug-ins Help

b @ Inventory b BH Inventor

1-/) Deploy OVF Template

l
o
o

Disk Format
In which format do you want to store the virtual disks?

= se tab [X]
— Datastore: datastore 1
OVF Template Details
Name and Location
Available space (GB): 196.7
Disk Format Eeic)

Network Mapping
Ready to Complete

(% Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed

" Thin Provision

Help | < Back | Next > I Cancel |

77 Tasks [

368245

root 7

7. Click Next to accept your destination network name as the destination network for the deployed OVF
template. In the figure below, CorpNet is the destination network.
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(51721615127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

DN p &

EE ¢y Home b ol Invent b B Inuent

B [ 172.16.15.127

3 Deploy OVF Template =2 [E=E )

Network Mapping
What networks should the deployed template use?

E;r:;‘::r:w\a(e Details Map the networks used in this OVF template to networks in your inventory
Name and Location

Disk Format Source Netwaorks Destination Networks
Network Mapping bridged VM Network

Ready to Complete

Description:

The bridged network

Help < Back | Next > I

Cancel

se tab [X]

1 Tasks

root .z
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8. Inthe Ready to Complete screen, click Finish. The figure below shows the name for the vBond instance.
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The system has successfully created the VM instance with the parameters you just defined and displays the

N |p &

5 1721615127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

a B £y Home 5 oA Ioventnr

b A Tnyventar

B [ 172.16.15.127

¥ Tasks

1/ Deploy OVF Template

Ready to Complete

Are these the options you want to use?

=N E=R =3

Source

OVF Template Details
MName and Location
Disk Format

Network Mapping
Ready to Complete

When you dick Finish, the deployment task will be started.

se tab

Deployment settings:
QVFfile: C:\Users\manoj\Downloads\viptela-edge-genenoB6-640..
Download size: 143.8 MB
Size ondisk: 10.1GB
Name: vEdge Cloud
Host/Cluster: testbed27.eng.viptela.com
Datastore: datastorel

Disk provisioning:
Network Mapping:

™ Power on after deployment

Thick Provision Lazy Zeroed
"bridged”to "VM Network"

Help

< Back | Finish I

Cancel |

Y

root 7
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vSphere Client screen with the Getting Started tab selected. By default, this includes one vNIC. This vNIC

is used for the management interface.

Add a vNIC for the Tunnel Interface
1.

In the left navigation bar of the vSphere Client, select the vBond VM instance you just created, and click

Edit virtual machine settings.
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14 1721615127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help
B B @ rome b gg mventory b Inventory
RIS
B @ 1721615127
Summary | Resource Allocation ' Performance | Events | Console | Permissions
close tab [1] =
What is a Virtual Machine?
A virtual machine is a software computer that, like a Virtual Machines N
physical computer, runs an operating system and PN
applications. An operating system installed on a virtual
machine is called a guest operating system
Because every virtual machine is an isolated computing
environment, you can use virtual machines as deskiop or ¢
workstation as testing orto N Host
consolidate server applications.
Virtual machines run on hosts. The same host can run a &
many virtual machines Q >
Basic Tasks Sphere Clent
> Power on the virtual machine
({3 Edit virtual machine settings
-
Recent Tasks. Name, Target or Status contains: ~ Clear X
Name [Targer [ Status [Detals | Inititedby | Requested Start Ti.., = | Start Time Completed Tme: R
E]
A Tasks oot
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2. Inthe vEdge Cloud — Virtual Machine Properties screen, click Add to add a new vNIC for the management

interface. Then click OK.

51721615127 - vSphere Client

File Edit View Inventory Administration Plug-ins Help
a8 ‘g Home b g Inventery b [l Inventory
UGB aB RS

B @ 1721615127

&
& | ) vEdge Cloud - Virtual Machine Properties
| Hardware |gpnm\ Resources | close tab [X]
@ Memory Configuration
G| T Show Al Devices Add... R
=3 101G Memory Size: H e~
| [Herdware [ Summary i [ si2ld
@ Memory 1024MB ] o ;f;“;’;:’gfg;‘e"‘“ e
B @ crus 1 256 GBI e e
o Video eard Video card 128GBH - ﬁ,ﬂ:ﬁ;ﬁ??ﬁ"ﬁ@;a S
S VMCI device Retnidsd 4GB Defaut recommended for this B
@ usscontroller Present 4 guest OS: 512 MB. b Hos!
@ scsicontrallero LsI LogicParallel 32681 Minkmum recommended for this
@ OOV drive 1 cdromd eaal| 9 ouestos:same
@ Harddisk1 Virtuz! Disk
& Floppydrivel floppyd 8GB
BB Network adapter1 VM Network 168
ZGBH
1GBH
S1ZMEHY
256 MEH
128 MBH
64 MBH
3zMBH
16mH
EMEH
4msH
oK Cancel
Y

] Tasks

==E=]

ootz

3. Click Ethernet Adapter for the type of device you wish to add. Then click Next.
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() 1721615127 - VSphere Client B EE
File Edit View lnventory Administretion Plug-ins Help
B B [& rene b g3 menry > B svenery
IR EE XD
B @ 1721615127 vEdge Cloud
E {5 vEdge Cloud - Virtual Machine Properties [=])=]=]
| Hardnare | Options | Resources Virtual Machine Version: 8 close tab [1] -~
@
@1 T 2 Add Hardware
B
G| |H Device Type
EWE What sort of device co you wish to add to your virtual machine?
a3
® |
d Device Type Choose the type of device you wish to add.
| oo toComete o
( Information
€
g
d
g
2, scs1 Device (unavalable)
Hep <Badk Next >
A
Help oK Cancel
4
A
[
-8
G Tasks | frest 4| ©
g 1o
In the Adapter Type drop-down, select VMXNET3 for the vNIC to add. Then click Next.
In the Ready to Complete screen, click Finish.
[5)17216.15127 - vSphere Client [= =] =]
File Edit View Inventory Administration Plug-ins Help
B B [@ rene o g menery b B mvenory
[am» 6pGDRse e
B @ 1721615127 vEdge Cloud
% 5 vEdge Cloud - Virtual Machine Properties EE=]
@ Hudwarg]g‘,‘,mhmmm‘ Virtual Machine Version: 8 close tab [] =
@
@ &) Add Hardware =
@
@| [H Ready to Complete @
@ il Review the selected options and dick Finish to add the hardware.
o
o g
g B Options:
Q|  Ready to Compicte Hardware type: Ethernet Adapter [ s
q Adapter type: E1000
@ Network Connection: VM Network
d Connect at power on: Yes
d
g
reb <Back Cancel
= Z ||
Help oK Cancel
Vi
o
(]
S )
el
7 Tasks o g 9

6. The vEdge Cloud — Virtual Machine Properties screen opens showing that the new vNIC is being added.

Click OK to return to the vSphere Client screen.
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[e][@]=

close tab [X]

5 1721615127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help
G B (& rome > gg mentory b B nventory
"l PSS EGDRD SR P R
E @ 1721615127
@
G| £ vEdge Cloud - Virtual Machine Properties ==
[} Hmdwz\omm]mwm] Virtual Machine Version: §
@ Device Status
% I™ Show Al Devices Remove e
G| [Ferdwere Surnmary ' Connect atpower on
B | 88 Memory 1024 MB
Adapter Ty
I ) [¢ u t ::ek E1000
B[ | @ videocars Video card st
@ VMl device Restricted S ibom
@ usBcontroller Present
© scsicontrollers LsiLogicParallel
@5 cofvD drive 1 cdrom0 & Automatic " Manual
o Hard disk 1 Virtual Disk
& Flopoydrive1 floppy0 Drectpath /O
B9 Network adapter 1 VM Network Status: -
New NIC (addi VM Network
L {ading) | Netwark Connection
Network abel:
[m Network -l
Help oK Cancel
Y
&9 Tasks
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Start the vBond VM Instance and Connect to the Console

1

In the left navigation bar of the vSphere Client, select the vBond virtual machine instance you created,
and click Power on the virtual machine. The vBond virtual machine is powered on.
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111721615127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

ﬁ ‘Q Home b gf Inventory b [Fl Inventory
n o e Gk erR e

R - v

| Summary | Resource Allocation | Performance | Events | Console | Permissions

close tab [X] =l
What is a Virtual Machine?

A virtual machine is a software computer that, like a Virtual Machines
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system

Because every virtual machine is an isolated computing
environment, you can use virtual machines as desktop or N
workstation environments, as testing environments, or to B Host
consolidate server applications.

Virtual machines run on hosts. The same host can run
many virtual machines.

Basic Tasks vSphere Client

[» Power on the virtual machine

& Edit virtual machine settings

] Tasks | root 7

2. Select the Console tab to connect to the vBond console.
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\| Virtual Machine Manag

H® [ ] X\ vEdge-Cloud Virtual Machine
==
1 File Virtual Machine View Send Key
L
= e @ .| ©
| Console  Details Run Pause  Shut Down Fullscreen
]

acpiphp_ibm:
Booting ...
Checking sdevshdal. ..

dosfsck 2.11, 12 Mar 2005, FAT3Z, LFN
sdevshdal: 14 files,
Mounting sdevshdal at /boot

ibm_acpiphp_init:

2300/35056 clusters

acpi_walk_namespace failed

Mounting /boot/16.1-38/rootfs.img at /rootfs.ro

Starting version 16.1-38...
Checking sdevs/hdaZ. ..
sdevshda2:
Mounting sdevshdaz2 at /rootfs.ruw
Mounting aufs at /rootfs
Mounting pseudo filesystems...
Setting up hotplug...

Mounting fi i

Setting h ame. ..
Configuring kernel parameters...
Configuring network interfaces...
Setting up syslogd service..
Setting up klogd service..
Starting services...

ame

viptela 16.1-38

vedge login:

clean, 11,2097152 files, 168591,2097152 blocks

¥ | CPU usage Host CPU usage
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3. At the login prompt, log in with the default username, which is admin, and the default password, which

is admin.

What's Next

See Configure Cisco vBond Orchestrator.

Create vBond VM Instance on KVM

To start Cisco vBond Orchestrator, you must create a virtual machine (VM) instance for it on a server that is
running hypervisor software. This article describes how to create a VM on a server running the Kernel-based
Virtual Machine (KVM) Hypervisor. You can also create the VM on a server running the vSphere ESXi

Hypervisor software.

For server information, see Server Hardware Recommendations.

To create a vBond VM instance on the KVM hypervisor:

1. Launch the Virtual Machine Manager (virt-manager) client application. The system displays the Virtual

Machine Manager screen.
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[ oK ) [X] Virtual Machine Manager
Flle Edit View Help
n @
Open Run Pause Shutdown
ame ¥ | CPU usage Host CPU usage
- - - e -~ -
<
(8
[s9)
PPy ©
®
2. Click New to deploy the virtual machine. The system opens the Create a new virtual machine screen.
X/ Virtual Machine Manager
Elle Edit View Help X/ New VM
s s @ Create a new virtual machine
(AN ® . oY
New | Open Run Pause Shutdown ke
BT Enter your virtual machine details | \CRUICEEGE IrJeFiE (U M)
ﬁ localhost (QEMU) h
Name: |
Connection: localhost (QEMU/KVM)
Choose how you would like to install the operating system
® Local install media (ISO image or COROM)
O Network Install (HTTP, FTP, or NFS)
O Network Boot (PXE) =
O Import existing disk image
2
& cancel | &3 Back | &y Eorward | S
©
®

3. Enter the name of the virtual machine. The figure below specifies a name for the vBond instance.
a. Choose Import existing disk image option to install the operating system.

b. Click Forward.

x| Virtual Machine Manager
File Edit View Help ®C x| New VM

Li;ﬂ m o @; _ m Create a new virtual machine

New | Open Run Pause Shutdown —

EEE | Enter your virtual machine details | | R (el LR
Name: IvEdge-C\oud

Connection: localhost (QEMUJKVM)

Choose how you would like to install the operating system
QO Local install media (IS image or CDROM)
QO Network Install (HTTP, FTP, or NFS)
O Network Boot (PXE)
® iimport existing disk image

3 cancel | i Back | E'pEcrwardl
Y

4.  For Providethe existing storage path field, click Browseto find the vBond software image.
a. Inthe OSTypefield, choose Linux.

b. In the Version field, choose the Linux version that you are running.
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c. Click Forward.

X/ Virtual Machine Manager
[X| New VM

File Edit View Help

)

New | Open Run Pause Shutdown

Name
- localhost (QEMU)

@ Create a new virtual machine

Provide the existing storage path: | il EREITEEE (et () wEziee
I Browse...

Choose an operating system type and version
OS type: Generic [v

\ersion: Generic [v

*Qancel | < Back |

5. Specify Memory and CPU based on your network topology and the number of sites, and click Forward.

X Virtual Machine Manager

Fle Edit View Help @ 0C x| New VM

li_—J TR @ : m Create a new virtual machine

New | Open Run Pause Shutdown

bl | Choose Memory and CPU settings | e i L e
- localhost (QEMU) Memory (Ram): [ 1022 MB

Up to 32136 MB available on the host

CRUs: 2 i

Up to 8 available

x;;ancal | <= Back | E'V‘Eorwardl

6.  Check Customize configuration beforeinstall. Then click Finish.

X Virtual Machine Manager

File Edit View Help e 0 (X New VM

. - Create EW Vi nachine
=m o g @ . m Create a new virtual machine

Open Run Pause Shutdown

i Ready to begin installation of vEdge-Cloud | [EROMUSEGE oStk LERge
05: Ubuntu 14.04 LTS (Trusty Tahr)

Install: Import existing 0S image
Memory: 1024 MB
CPUs: 2
Storage: 0.1 GB /home/tester/Demo/viptela-edge-genericxB6-64. qcow2

(=)
New
ame

[¥] Customize configuration before install

~ Advanced options e————

Virtual network 'default’ : NAT [ v |

Set a fixed MAC address

52:54:00:b6:62:93

Vit ype: kvm v

Architecture: x86_64 v

Ermware: Default [v
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xgance\l <9 Back | & Finish |
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Choose Disk 1 in the left navigation bar. Then:
a. Click Advanced Options.

b. 1In the Disk Busfield, choose IDE.

C. Inthe Storage Format field, choose qcow?.

d. Click Apply to create the VM instance with the parameters you had defined. By default, this includes
one VNIC. This vNIC is used for the management interface.

X/ Virtual Machine Manager

File Edit View Help | % New VM
. . 1@ X vEdge-Cloud Virtual Machine
(. [ S 1l
= - . B : lati x |
New | open Run Paud & Begin Installation Cancel
Name (o .~ Host CPU usage
B overview virtual Disk :
~ localhost (QEMU) =y
i} Processor Target device: Disk 1
== Memory Source path: /homejtester/Demojviptela-edge-genericx86-64.qcow2
3 Storage size: 147.75 MB
<55 Boot Options
= Readonly: []
Dis
Q Shareable: []
85 nic beis2:03

~ Advanced options ]
i | Input '
E pisplay Ve Disk bus: M i
m Sound: default Serial number: ’7“
&= Consocle Storage format: ’chwzih

. b Perf i
L_EJ \/IdEO Defau\t Performance OptIOI’\S

b 10 Tuning

) Tip: 'source' refers to information seen from the host 0s,
while ‘target’ refers to information seen from the guest 05

o= Add Hardware == Remove | 3 cancel | </ Bpply

Note

The software supports only VMXNET3 vNICs.

8.

In the vEdge Cloud Virtual Machine screen, click Add Hardwareto add a second vNIC for the tunnel
interface.

In the Add New Virtual Hardware screen, click Network.

a. Inthe Host Device field, choose an appropriate Host device.

b. Click Finish.
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Virtual Machine Manager
File Edit View Help | New
vEdge-Cloud chine

L | ==

X Add New Virtual Hardware

v | CPU usage

@ USB Redirection

Xgance\ ﬁfinish |

== Remove & Cance o App

4= Add Hardware

Begil
N m
£ Network
Input Please indicate how you'd like to connect your I
. new virtual network device to the host network.
Graphics
5: Bd Sound Host device: Virtual network 'default’ : NAT |+ ‘
Dig i
a | serial MAC address: [ [52:54:00:41:52:21
=) § Parallel
Ing Channel Device model: Hypervisor default | v
Dis USB Host Device
So PCl Host Device
= Cd Video
viag ﬁ Watchdog
Filesystem
Smartcard

The newly created vNIC is listed in the left pane. This vNIC is used for the tunnel interface.

10.

11. The system creates the virtual machine instance and displays the vBond console.

In the vBond Virtual Machine screen, click Begin I nstallation in the top upper-left corner of the screen.

Virtual Machine Manager

1 ® [ ] X vEdge-Cloud Virtual Machine

A

| )
gFl\e Virtual Machine View Send Key

i

=

Y = —
N ) © o o
| Console  Details I Pause  Shut Down Fullscreen
3

¥ | CPU usage

Host CPU usage

acpiphp_i init:
Booting

Checking sdev/hdal...

dosfsck 2.11, 12 Mar 2005, FAT32, LFN
sdevshdal: 14 files, 23 35056 clusters
Mounting sdev/hdal at ~boot

Mounting /boot/16.1-38/rootfs.img at /rootfs.ro
Starting version 16.1-38...
Checking ev/hda2. ..

sdevshdaz: clean, 11,2097152 files,
Mounting ~sdev/hdaZ2 at /rootfs.rw
Mounting aufs at /rootfs

Mounting pseudo filesystems...
Setting up hotplug...

Mounting filesystems...

Setting hostname...

Configuring kernel parameters.
Configuring network interfaces
Setting up syslogd servic

Setting up klogd servic

Starting services...

ibm_acpiphp acpi_walk_namespace failed

168591,2097152 blocks

viptela 16.1-38

vedge login:
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12. Inthe login screen, log in with the default username, which is admin, and the default password, which
is admin.

What's Next

See Configure Cisco vBond Orchestrator.

Configure Cisco vBond Orchestrator

Once you have set up and started the virtual machine (VM) for Cisco vBond Orchestrator in your overlay
network, Cisco vBond Orchestrator comes up with a factory-default configuration. You then need to manually
configure few basic features and functions so that the devices can be authenticated and verified and can join
the overlay network. Among these features, you configure the device as Cisco vBond Orchestrator providing
the system IP address, and you configure a WAN interface that connects to the Internet. This interface must
have a public IP address so that all Cisco vEdge devices in the overlay network can connect to Cisco vBond
Orchestrator.

You create the initial configuration by using SSH to open a CLI session to Cisco vBond Orchestrator.

After you have created the initial configuration, you create the full configuration by creating configuration
templates on Cisco vManage and then attach the templates to Cisco vBond Orchestrator. When you attach
the configuration templates to Cisco vBond Orchestrator, the configuration parameters in the templates
overwrite the initial configuration.

Create Initial Configuration for Cisco vBond Orchestrator
To create the initial configuration on Cisco vBond Orchestrator using a CLI session:

1.  Opena CLI session to Cisco vEdge device via SSH.
2. Log in as the user admin, using the default password, admin. The CLI prompt is displayed.

3. Enter configuration mode:

vBond#config
vBond (config) #

4.  Configure the hostname:
vBond (config) #system host-name hostname

Configuring the hostname is optional, but is recommended because this name in included as part of the
prompt in the CLI and it is used on various Cisco vManage screens to refer to the device.

5.  Configure the system IP address:
vBond (config-system) #system-ip ip-address

Cisco vManage uses the system IP address to identify the device so that the NMS can download the
full configuration to the device.

6.  Configure the IP address of Cisco vBond Orchestrator. Cisco vBond Orchestrator's IP address must be
a public IP address, to allow all Cisco vEdge devices in the overlay network to reach Cisco vBond
Orchestrator:

vBond (config-system) #vbond ip-address local
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In Releases 16.3 and later, the address can be an IPv4 or an IPv6 address. In earlier releases, it must be
an IPv4 address. A vBond orchestrator is effectively a vEdge router that performs only the orchestrator
functions. The local option designates the device to be Cisco vBond Orchestrator, not a vEdge router.
Cisco vBond Orchestrator must run on a standalone virtual machine (VM) or hardware router; it cannot
coexist in the same device as a software or hardware vEdge router.

Configure a time limit for confirming that a software upgrade is successful:
vBond (config-system) #upgrade-confirm minutes

The time can be from 1 through 60 minutes. If you configure this time limit, when you upgrade the
software on the device, Cisco vManage (when it comes up) or you must confirm that a software upgrade
is successful within the configured number of minutes. If the device does not received the confirmation
within the configured time, it reverts to the previous software image.

Change the password for the user "admin":
vBond (config-system) #user admin password password

The default password is "admin".

Configure an interface in VPN 0, to connect to the Internet or other WAN transport network. In Releases
16.3 and later, the IP address can be an IPv4 or an IPv6 address. In earlier releases, it must be an IPv4
address. Ensure that the prefix you configure for the interface contains the IP address that you configure
in the vbond local command.

vBond (config) #vpn 0 interface interface-name

vBond (config-interface) #ip address ipv4-prefix/length
vBond (config-interface) #ipv6é address ipvé6-prefix/length
vBond (config-interface) #no shutdown

Note

The IP address must be a public address so that all devices in the overlay network can reach Cisco vBond
Orchestrator.

10.

11.

Commit the configuration:

vBond (config) #commit and-quit
vBond#

Verify that the configuration is correct and complete:

vBond#show running-config

After the overlay network is up and operational, create a vBond configuration template on the Cisco vManage
that contains the initial configuration parameters. Use the following vManage feature templates:

* System feature template to configure the hostname, system IP address, and vBond functionality.
* AAA feature template to configure a password for the "admin" user.

* VPN Interface Ethernet feature template to configure the interface in VPN 0.

In addition, it is recommended that you configure the following general system parameters:

* Organization name, on Cisco vManage Administration > Settings screen.

* Timezone, NTP servers, and device physical location, from the Configuration > Templates>NTP and

System feature configuration template.
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* Login banner, from the Configuration > Templates > Banner feature configuration template.

* Logging parameters, from the Configuration > Templates> L ogging feature configuration template.

* AAA, and RADIUS and TACACS+ servers, from the Configuration > Templates> AAA feature
configuration template.

* SNMP, from the Configuration > Templates> SNM P feature configuration template.

Note: The IP address must be a public address so that all devices in the overlay network can reach Cisco
vBond Orchestrator.

Sample Initial CLI Configuration

Below is an example of a simple configuration on Cisco vBond Orchestrator. Note that this configuration
includes a number of settings from the factory-default configuration and shows a number of default
configuration values.

vBond#show running-config

system

host-name vBond

gps-location latitude 40.7127837

gps-location longitude -74.00594130000002

system-ip

organization-name "Cisco"

clock timezone America/Los_Angeles

vbond 11.1.1.14 local

aaa

auth-order local radius tacacs

usergroup basic

task

task
!

system read write
interface read write

usergroup netadmin

usergroup operator

task
task
task
task

task
!

system read
interface read
policy read
routing read
security read

user admin
password encrypted-password

logging

disk

enable

vpn 0

interface ge0/0
ip address 11.1.1.14/24
no shutdown

ip route 0.0.0.0/0 11.1.1.1

vpn 512

interface eth0
ip dhcp-client
no shutdown

172.16.240.161
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What's Next
See Add Cisco vBond Orchestrator to the Overlay Network.

Create Configuration Templates for Cisco vBond Orchestrator

This article describes how to configure Cisco vBond Orchestrators that are being managed by Cisco vManage.
These devices must be configured from Cisco vManage. If you configure them directly from the CLI on the
router, Cisco vManage overwrites the configuration with the one stored on the NMS system.

Configuration Prerequisites

Security Prerequisites

Before you can configure Cisco vBond Orchestrators in the Cisco SD-WAN overlay network, you must have
generated a certificate for Cisco vBond Orchestrator, and the certificate must already be installed on the device.
See Generate a Certificate.

Variables Spreadsheet

The feature templates that you create will most likely contain variables. To have Cisco vManage populate the
variables with actual values when you attach a device template to a device, either enter the values manually
or click Import File in the upper right corner to load an Excel file in CSV format that contains the variables
values.

In the spreadsheet, the header row contains the variable name and each row after that corresponds to a device,
defining the values of the variables. The first three columns in the spreadsheet must be (in the order listed
below):

* csv-deviceld—Serial number of the device (used to uniquely identify the device).
* csv-devicelP—System IP address of the device (used to populate the system ip address command).

* csv-host-name—Hostname of the device (used to populate the system hostname command).

You can create a single spreadsheet for all devices in the overlay network— routers, Cisco vSmart Controllers,
and Cisco vBond Orchestrators. You do not need to specify values for all variables for all devices.

Feature Templates for Cisco vBond Orchestrators

The following features are mandatory for Cisco vBond Orchestrator operation, and so creating a feature
template for each of them is required:

Table 5:

Feature Template Name

Authentication, Authorization, and Accounting (AAA) | AAA

Security Security

. Cisco SD-WAN Overlay Network Bring-Up Process



| Cisco SD-WAN Overlay Network Bring-Up Process

Create Configuration Templates for Cisco vBond Orchestrator .

Feature Template Name

System-wide parameters System

Transport VPN (VPN 0) VPN, with the VPN ID set to 0
Management VPN (for out-of-band management traffic) | VPN, with the VPN ID set to 512

Create Feature Templates

Feature templates are the building blocks of a Cisco vBond Orchestrator's complete configuration. For each
feature that you can enable on Cisco vBond Orchestrator, Cisco vManage provides a template form that you
fill out with the desired parameters for that feature.

You must create feature templates for the mandatory Cisco vBond Orchestrator features.

You can create multiple templates for the same feature.

To create vBond feature templates:

1

2
3
4.
5

10.

11

In Cisco vManage, select Configuration > Templates.
From the Templatestitle bar, select Feature.

Click Add Template.

In the left pane, from Select Devices, select Cloud router.

In the right pane, select the template. The template form is displayed. The top of the form contains fields
for naming the template, and the bottom contains fields for defining required parameters applicable to
that template. Optional parameters are generally grayed out. A plus sign (1) is displayed to the right
when you can add multiple entries for the same parameter.

Enter a template name and description. These fields are mandatory. You cannot use any special characters
in template names.

For each required parameter, choose the desired value, and if applicable, select the scope of the parameter.
Select the scope from the drop-down menu available to the left of each parameter's value box.

Click the plus sign (+) below the required parameters to set the values for additional parameters, if
applicable.

Click Create.

Create feature templates for each of the required features listed in the previous section.

a. Inthe System template, in the top portion, configure all desired parameters except for Controller
Groups, Maximum Controllers, and Maximum OMP Sessions. These parameters are specific to
routers and have no meaning for Cisco vBond Orchestrator. In the Advanced Options portion, in
vBond Only and Local vBond, click On. These two parameters are what instantiate the Cisco vBond
Orchestrator.

b. Create two VPN templates, one for VPN 0 (the VPN that connects to the Internet or other public
transport network) and one for VPN 512 (the VPN that handles out-of-band management traffic).

c. Create AAA and Security templates.

Create feature templates for each feature that you want to enable on Cisco vBond Orchestrators:
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a. Create Archive and Banner templates

b. Create one Interface Ethernet template for each additional Ethernet interface you want to configure
on the Cisco vBond Orchestrator. Do not create any tunnel interfaces, or tunnels of any kind, for
Cisco vBond Orchestrators.

Create Device Templates

Device templates contain all or large portions of a device's complete operational configuration. You create
device templates by consolidating together individual feature templates. You can also create them by entering
a CLI text-style configuration directly on Cisco vManage. You can use both styles of device templates when
configuring the Cisco vBond Orchestrator.

To create vBond device templates from feature templates:

1

2
3
4,
5

o

In Cisco vManage, select Configuration > Templates.

From the Templatestitle bar, select Device.

Click Create Template, and from the drop-down list, select From Feature Templates.
From the Device Model drop-down list, select a Cloud router.

Enter a name and description for the Cisco vBond Orchestrator device template. These fields are mandatory.
You cannot use any special characters in template names.

From the bar beneath the template name and description, select the desired group of templates.

In each section, select the desired template. All required templates are marked with an asterisk (*). Initially,
the drop-down list for each template lists the default feature template.

a. For each required and optional template, select the feature template from the drop-down list. These
templates are the ones that you previously created (see Create Feature Templates above). Do not select
a BFD or an OMP template for Cisco vBond Orchestrators.

b. For additional templates, click the plus (+) sign next to the template name, and select the feature
template from the drop-down list.

Click Create. The new device template is listed in the Templates table. The Feature Templates column
shows the number of feature templates that are included in the device template, and the Type column
shows "Feature" to indicate that the device template was created from a collection of feature templates.

To create device templates by entering a CLI text-style configuration directly on Cisco vManage:

1.

2
3
4.
5

In Cisco vManage, select Configuration > Templates.

From the Templates title bar, select Device.

Click Create Template, and from the drop-down list, select CL1 Template.

In the Add Device CL I Templatebox, enter a template name and description, and select vBond Software.

Enter the configuration in the CL| Configuration box, either by typing it, cutting and pasting it, or
uploading a file.
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To convert an actual configuration value to a variable, select the value and click Create Variable. Enter
the variable name, and click Create Variable. You can also type the variable name directly, in the format
{{variable-name} } ; for example, {{hostname}}.

Click Add. The right pane on the screen lists the new device template. The Feature Templates column
shows the number of feature templates that are included in the device template, and the Type column
shows "CLI" to indicate that the device template was created from CLI text.

Attach Device Templates To Cisco vBond Orchestrator

To configure Cisco vBond Orchestrator, you attach one device template to the orchestrator. You can attach
the same template to multiple Cisco vBond Orchestrators simultaneously.

To attach a device template to the Cisco vBond Orchestrator:

1
2.

3
4.
5

In Cisco vManage, select Configuration > Templates.

From the Templatestitle bar, select Device.

In the right pane, select the desired device template.

Click the More Actionsicon to the right of the row, and select Attach Devices.

In the Attach Devicesbox, select the desired Cisco vBond Orchestrator from the Available Devices list,
and click the right-pointing arrow to move them to the Selected Devicesbox. You can select one or more
orchestrators. Click Select All to choose all listed orchestrator.

Click Attach.

Ifthe device template contains variables, either enter the values manually or click mport filein the upper
right corner to load an Excel file in CSV format that contains the variable values.

Click Next.

To send the configuration in the device template to the Cisco vBond Orchestrator, click Configure Devices.

Add Cisco vBond Orchestrator to the Overlay Network

After you create a minimal configuration for Cisco vBond Orchestrator, you must add it to overlay network
by making Cisco vManage aware of Cisco vBond Orchestrator. When you add Cisco vBond Orchestrator, a
signed certificate is generated and is used to validate and authenticate the orchestrator.

Add Cisco vBond Orchestrator and Generate Certificate

To add Cisco vBond Orchestrator to the network, automatically generate the CSR, and install the signed
certificate:

1
2.

In Cisco vManage, select Configuration > Devices.

In the Controllerstab, click Add Controller and select vBond.
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3. Inthe Add vBond dialog box:

a. Enter the vBond management IP address.
b. Enter the username and password to access Cisco vBond Orchestrator.
C. Select the Generate CSR checkbox to allow the certificate-generation process to occur automatically.

d. Click Add.

Cisco vManage generates the CSR, retrieves the generated certificate, and automatically installs it on Cisco
vBond Orchestrator. The new controller device is listed in the Controller table with the controller type,
hostname of the controller, IP address, site ID, and other details.

aeB227
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To verify that the certificate is installed on Cisco vBond Orchestrator:

1. In Cisco vManage, select Configuration > Devices.

2. In the Controller table, select the row listing the new device, and check the Certificate Status column to

ensure that the certificate has been installed.

¥ vManage

%3 Dashboard L2 CONFIGURATION | DEVICES

vEdgeList  Controllers
Monitor

. © Add Controller ~ | ([: Change Mode ~
Configuration

Q

Devices
Certificates

Templates

udE:
Tools
Maintenance

» Administration

What's Next
See Sart the Enterprise ZTP Server.

Start the Enterprise ZTP Server

a8 a (] admin »
©00

0000C vManage  vSmart_Template Sync /

00 vManage  vSmart_Template

A (N G
004 vManage  vSmart_Template \/
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The ZTP server must be configured before the ZTP workflow starts.

If you are hosting the Cisco SD-WAN zero-touch-provisioning (ZTP) Cisco vBond Orchestrator server in
your enterprise, you must configure one Cisco vBond Orchestrator to perform this role. This Cisco vBond
Orchestrator provides the Cisco vEdge devices in the overlay network with the IP address of your enterprise
Cisco vBond Orchestrator and with the enterprise root CA chain. You can think of this Cisco vBond Orchestrator
server as a top-level Cisco vBond Orchestrator, analogous to a top-level domain server in the Internet.

If you are using the Cisco SD-WAN ZTP hosted service, there is no need to set up a top-level Cisco vBond

Orchestrator.

This section provides step-by-step instructions on how to start the Cisco vBond Orchestrator and perform

initial configuration.

Requirements for ZTP

To start the Cisco vBond Orchestrator software, you need the following hardware and software components:

* A Cisco vEdge device on which the Cisco vBond Orchestrator software software has been installed or
theCisco vBond Orchestrator VM instance on the hypervisor.
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* Appropriate power cables. See the packing list for your hardware platform.

* An enterprise DNS server that has been configured with a record that redirects the URL ztp.cisco.com
to your enterprise ZTP server. The recommended URL for this enterprise server is ztp.local-domain.

* Certificate generated as a result of a Certificate Signing Request (CSR).
* Enterprise root CA chain.

* For releases through Cisco SD-WAN Release 20.1.1 on Cisco vEdge devices, a CSV file that contains
the Cisco vEdge device chassis information required by the Cisco vBond Orchestrator that is acting as
the ZTP server. Each row in the CSV file must contain the following information for each Cisco vEdge
device.

N

Note Some operating systems, including Microsoft Windows, may add carriage return
special characters (such as “M) at the end of each line in this file. Use a text editor
to remove these characters before you upload the file.

+ vEdge router chassis number
* vEdge router serial number
* Validity (either valid or invalid)
* Cisco vBond Orchestrator IP address
* Cisco vBond Orchestrator port number (entering a value is optional)
* Organization name as specified in the device certificate
« Path to the enterprise root certification (entering a value is optional)
* For releases beginning with Cisco SD-WAN Release 20.3.1 on Cisco vEdge devices, a JSON file that
contains the router chassis information that the Cisco vBond Orchestrator that acts as the ZTP server

requires. This file is extracted from the PNP portal downloaded zip bundled device file. The JSON file
must contain the following information for each router:

* Organization name as specified in the device certificate
* Certificate information

* Router chassis number

* Router serial number

* Validity (either valid or invalid)

* Cisco vBond Orchestrator IP address

* Cisco vBond Orchestrator port number (optional)

Download the Chassis ZIP file from the PnP portal and extract the JSON file from it. Use the following
command toupload the JSON file to the ZTP server:
vBond# request device-upload chassis-file JSON-file-name

Here is an example of a JSON file:
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"version": "1.1",
"organization": "vIPtela Inc Regression",
"overlay": "vIPtela Inc Regression",
"root cert bundle":"----- BEGIN CERTIFICATE-----
<certificate>
—-——-—-END CERTIFICATE----- \n--—--—- BEGIN CERTIFICATE-----
<certificate>
—-—-—-—-END CERTIFICATE----- ",
"controller details": {

"primary ipv4":"10.0.12.26",
"primary port":"12346"
}l

"chassis list": [{

"chassis": "JAE214906Fz",

"SKU": "ASR1002-HX",

"HWPID": "ASR1002-HX",

"serial list": [{
"sudi_ subject serial": "JAE214906FX",
"sudi cert serial"”: "021C0203",
"HWPID": "ASR1002-HX"}]

}

:I 14
"timestamp": "2019-10-21 23:40:02.248"

Optionally, you can configure the Cisco vEdge device information manually using the request device command.

Configuring a Router to be a ZTP Server

To start the top-level Cisco vBond Orchestrator software and perform initial configuration:

1
2.

Boot the Cisco vEdge device.
Use a console cable to connect a PC to the Cisco vEdge device.

Log in to the Cisco vEdge device using the default username, which is admin, and the default password,
which is admin. The CLI prompt is displayed.

Configure the Cisco vEdge device to be a top-level Cisco vBond Orchestrator:

vBond# config
vBond (config) # system vbond ip-address local ztp-server

The IP address must be a public address so that the Cisco vBond Orchestrator is reachable by all vSmart
controllers and Cisco vEdge devices through the transport network. The local option indicates that this
Cisco vEdge device is acting as the Cisco vBond Orchestrator. It is this option that starts the Cisco
vBond Orchestrator software process on the Cisco vEdge device. The ztp-server option establishes this
Cisco vBond Orchestrator as the ZTP server.

Configure an IP address for the interface that connects to the transport network:

vBond (config)# vpn 0 interface ge slot/port
vBond (config-ge) # ip address prefix/length
vBond (config-ge) # no shutdown

Commit the configuration:

vBond (config) # commit

Exit configuration mode:

vBond (config) # exit
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11.

12.

Verify that the configuration is correct and complete:

vBond# show running-config

system
host-name vm3
system-ip 172.16.255.2

admin-tech-on-failure
route-consistency-check
organization-name "Cisco Inc"
vbond 10.1.15.13 local ztp-server

If the certificate has been signed by your enterprise CA authority, install the chain of trust for the device:
vBond# request root-cert-chain install path

path is the directory path to a local file or a file on a remote device that is reachable via FTP, TFTP,
HTTP, or SCP.

Install the signed certificate:
vBond# request certificate install filepath
file-path can be one of the following:
« filename—Path to a file in your home directory on the local Cisco Cisco vEdge device.
» ftp: file-path—Path to a file on an FTP server.
* http:// url/file-path—Path to a file on a webserver.
* scp: user @host:file-path

» tftp:file-path—Path to a file on a TFTP server.

Upload the JSON file that contains the router chassis information to the ZTP server:
vBond#request device-upload chassis-file path

path is the path to a local file or a file on a remote device that is reachable via FTP, TFTP, HTTP, or
SCP.

Verify that the list of Cisco vEdge device chassis numbers are present on the Cisco vBond Orchestrator
using one of the following commands:

vBond# show ztp entries
vBond# show orchestrator valid-devices

Here is an example of the configuration of a top-level Cisco vBond Orchestrator:

vBond# show running-config vpn 0
interface ge0/0

ip address 75.1.15.27/24

|

no shutdown

vBond# show running-config system
system
vbond 75.1.15.27 local ztp-server

What's Next
See Deploy the vSmart Controller.
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vContainer Host

The support for vContainer Host is deferred. For more information, refer to deferral notice.

Deploy Cisco vSmart Controller

Cisco vSmart Controller is the brains of the centralized control plane for the Cisco SD-WAN overlay network,
maintaining a centralized routing table and centralized routing policy. Once the network is operational, Cisco
vSmart Controller effects its control by maintaining a direct DTLS control plane connection to each vEdge
router. Cisco vSmart Controller runs as a virtual machine (VM) on a network server.

A Cisco SD-WAN overlay network can have one or more Cisco vSmart Controllers. Cisco vSmart Controllers
provide a means to control the flow of data traffic throughout the overlay network. It is recommended that an
overlay network have at least two Cisco vSmart Controllers to provide redundancy. A single Cisco vSmart
Controller can support up to 2,000 control sessions (that is, up to 2,000 TLOCs). Cisco vManage or vManage
cluster can support up to 20 Cisco vSmart Controllers in the overlay network.

To deploy a Cisco vSmart Controller:

1. Create a vSmart VM instance, either on an ESXi or a KVM hypervisor.

2. Create a minimal configuration for the Cisco vSmart Controller, to allow it to be accessible on the network.
You do this by using SSH to open a CLI session to Cisco vSmart Controller and manually configuring
the device.

3. Add Cisco vSmart Controller to the overlay network so that Cisco vManage is aware of it.

4. Create a full configuration for Cisco vSmart Controller. You do this by creating a vManage template for
the Cisco vSmart Controller and attaching that template to the controller. When you attach the vManage
template, the initial minimal configuration is overwritten.

Create vSmart VM Instance on ESXi

To start the vSmart controller, you must create a virtual machine (VM) instance for it on a server that is running
hypervisor software. This article describes how to create a VM on a server running the VMware vSphere
ESXi Hypervisor software. You can also create the VM on a server running the Kernel-based Virtual Machine
(KVM) Hypervisor software.

For server requirements, see Server Hardware Recommendations.
To create a vSmart VM instance on the ESXi hypervisor:

1. Launch the vSphere Client and create a vSmart VM instance.
2. Add a vNIC for the management interface.

3. Start the vSmart VM instance and connect to the console.

The details of each step are provided below.
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If you are using the VMware vCenter Server to create the vSmart VM instance, follow the same procedure.
Note, however, that the vCenter Server screens look different than the vSphere Client screens shown in the

procedure.

Launch vSphere Client and Create a vSmart VM Instance

1. Launch the VMware vSphere Client application, and enter the IP address or name of the ESXi server,

your username, and your password. Click Login to log in to the ESXi server.

The system displays the ESXi screen.

44)1721615.127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

G 8
nr el GRS

= [ 1721615127

€) Home Db gF Inventory b [E Inventory

[eE Gl el Summary | ResourceAllocation ' Performance - Events ' Console | Permissions

What is a Virtual Machine?

A virtual machine is a software computer that, like a Virtual Machines

physical computer, runs an operating system and P
applications. An operating system installed on a virtual I'S
machine is called a guest operating system

Because every virtual machine is an isolated computing <
environment, you can use virtual machines as desktop or

consolidate server applications

Virtual machines run on hosts. The same host can run
many virtual machines

Basic Tasks vSphere Client
Power Off the virtual machine
00 Suspend the virtual machine

G Edit virtual machine settings

& Tasks [

workstation environments, as testing environments, or to X[

[ o=

close tab [X]

[root y

2. Click File> Deploy OVF Template to deploy the virtual machine.
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Exit
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virtual appliance. A virtual appliance is a pre-built virtual
machine with an operating system and software already
installed. A new virtual machine will need an operating
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Sphere Client
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&' Create a new virtual machine
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In the Deploy OVF Template screen, enter the location to install and download the OVF package. This

package is the vsmart.ova file that you downloaded from Cisco. Then click Next.
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spedify a location accessible from your computer, such as & local hard drive, a
network share, or a CD/DVD drive.
Help < Back | Next > I Cancel
4
| :
FATasks | root

4. Click Next to verify OVF template details.
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5 172.16.15.127 - vSphere Client ===
File Edit View Inventory Administration Plug-ins Help
B Bl @& Home 8 lovento: b B Inuentos
‘ 57) Deploy OVF Template =N ECR ==
w|r @
7 ovF Details
= @ 1721615127 | Verify OVF template details.
se tab [X]
B
OVF Template Details
=il e Product: vsmart
Disl at
Netwark Mapping
Ready to Complete
b
Download size: 143.8 MB
Size on disk: 146.3 MB (thin provisioned)
10.1 GB (thick provisioned)
Desaription:
Help <gack | [ mext> | Cancel
VY
&7 Tasks root 7
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5. Enter a name for the deployed template and click Next. The figure below specifies a name for the vSmart
instance.
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mir &

@ 172.16.15.127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

B [@ 172.16.15.127

FTasks |

B B @ rome 58 mentnn b Bl tnueat

1) Deploy OVF Template El@

Name and Location
Specify a name and location for the deployed template

Source Name:

OVF Template Details |vSmart
Name and Location
Disk Format The name can contain up to 80 characters and it must be unique within the inventory folder.

Help < Back | Next > I

Cancel

Y

bse tab [X]

root

6. Click Next to accept the default format for the virtual disks.
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ﬁ B £y Home

m | p &
= @ 17216.15.127

5 1721615127 - vSphere Client (o=@ ][=
File Edit View Inventory Administration Plug-ins Help

b @ Inventory b BH Inventor
1:}) Deploy OVF Template =[] S
Disk Format
In which format do you want to store the virtual disks?
= ——————— se tab [X]
o Datastore: datastore 1
OVF Template Details
Name and Location
Available space (GB): 196.7
Disk Format Eeic)

Network Mapping
Ready to Complete

(% Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed

" Thin Provision

Help | < Back | Next > I Cancel |

77 Tasks [

root 7
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7. Click Next to accept your destination network as the destination network for the deployed OVF template.
In the figure below, CorpNet is the destination network.
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(51721615127 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

DN p &

EE ¢y Home b ol Invent b B Inuent

B [ 172.16.15.127

3 Deploy OVF Template =2 [E=E )

Network Mapping
What networks should the deployed template use?

E;r:;‘::r:w\a(e Details Map the networks used in this OVF template to networks in your inventory
Name and Location

Disk Format Source Netwaorks Destination Networks
Network Mapping bridged VM Network

Ready to Complete

Description:

The bridged network

Help < Back | Next > I

Cancel

se tab [X]

1 Tasks

root .z
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8. Inthe Ready to Complete screen, click Finish. The figure below shows the name for the vSmart instance.
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511721615127 - vSphere Client (= =]=]
File Edit View Inventory Administration Plug-ins Help
aa £ Home 5 of loventncy b A laventar
1) Deploy OVF Template = o ||
N |p &
Ready to Complete
o0 721615127 Ave these the options you want to use? -
———— )se tab [X]
Source
OVF Template Details When you dick Finish, the deployment task will be started.
MName and Location Deployment settings:
Disk Format OVFfile: C:\Users\manoj\Downloads\viptela-vSmart
"f"":‘ "th’( e Dovinload sze: 143.8 MB
Se T Sampes Size ondisk: 10168 b
Name: vSmart
Host/Cluster: testbed27.eng.viptela.com
Datastore: datastorel
Disk provisioning: Thick Provision Lazy Zeroed
Network Mapping: “bridged”ta "VM Network"
™ Power on after deployment
Help <Back | Finish I Cancel |
.
& Tasks root
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The system has successfully created the VM instance with the parameters you just defined and displays the
vSphere Client screen with the Getting Started tab selected. By default, this includes one vNIC. This vNIC
is used for the tunnel interface.

Add a vNIC for the Management Interface

1. In the left navigation bar of the vSphere Client, select the vManage VM instance you just created, and
click Edit virtual machine settings.
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151721615127 - vSphere Client | =3 EoH 5
File Edit View Inventory Administration Plug-ins Help
B B @ rome b gg mventory b Inventory
RIS
B @ 1721615127 vEdge-xx.X
[IEIYEEA summary | ResourceAllocation | Performance | Events | Console | Permissions
close tab [%] =
What is a Virtual Machine?
A virtual machine is a software computer that, like a Virtual Machines
physical computer, runs an operating system and PN
applications. An operating system installed on a virtual Irs
machine Is called a guest operating system
Because every virtual machine is an isolated computing
environment, you can use virtual machines as desktop or \\ €
workstation as testing orto N Hos
consolidate server applications.
Virtual machines run on hosts. The same host can run o s
N X
many virtual machines Q
Basic Tasks Sphere Client
D Power on the virtual machine
({3 Edit virtual machine settings
-
Recent Tasks. Name, Target or Status contains: ~ Clear X
Name. [Target [ Status [Detals | Intiatedby | Requested Start Ti... < | Start Time Completed Trme A
=] o
(<]
(V)
|
T Tasks o 4 8

2. In the vManage — Virtual Machine Properties screen, click Add to add a new vNIC for the management

interface. Then click OK.

(51721615127 - vSphere Client [S=]=]
File Edit View Inventory Administration Plug-ins Help
B3 |@ Home b g7 Iventory b Inventory
‘ 12 vSmart - Virtual Machine Properties folia=s
© G| Hardware | Optons | Resources | Virtual Machine Version: 8
[~ Memory C
I Show All Devices emove
10116BM  Memory Size: =] [~ close tab [X] |
Hardware Summary geall
Maximum recommended for this
@ Memory 4096 MB. sscoll 4 gest 0516465,
 crus 2
: § Maximum recommended for best
& videocard Video card 128 GBH 4 performance: 32740 MB.
8 oo fe 64GBlta _ Defaultrecommended for this
Q@ UsB controller Present 4 guestOS: 512MB.
@ scslcontroller 0 LSI LogicParallel 32 GBI Minimum recommended for this
& co/ovD drive 1 cdromd 16 GBH 4 guest OS: 64 MB.
© Hard disk1 Virtual Disk
& Floppy drive floppy0 868N
EP Network adapter1 VM Network e
S
2a8H o
168
512 MBI
256 MBH
126 MBH
64 MBHa
a2 meH
16 MBH
8MBH
4mpU
Help oK Cancel
Y
7 Tasks root

3. Click Ethernet Adapter for the type of device you wish to add. Then click Next.
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5 1721615127 - vSphere Client

eE]r=]
File Edit View Inventory Administration Plug-ins Help
B3 |@ tome b g mventory b Iventory
‘ 5 vSmart - Virtual Machine Properties [ =E)=]
= [ Hardware |ouu‘ans\ Resources | Virtual Machine Version: 8
" €3 Add Hardware ==
— close tab [X] =
B Device Type
o What sort of device do you wish to add to your virtual machine?
i
d [ oevice Type Choose the type of device you wish to add.
d| Resdyiocomoiete
q (@ serial Port Information
@ @ paralel Port
d (3 Floppy Drive
4 (25 co/ovD Drive
g @ USB Controler
d usB Device N
JBPCI Device (unavailable)
Ethernet Adapter
dDisk
S1 Device (unavailable)
Help <Bak | next> | [ cancel |
L 7, ==
Help OK Cancel
4
&7 Tasks root

In the Ready to Complete screen, click Finish.

In the Adapter Type drop-down, select VMXNET3 for the vNIC to add. Then click Next.

6. The vManage — Virtual Machine Properties screen opens showing that the new vNIC is being added.
Click OK to return to the vSphere Client screen.

51721615127 - wSphere Client
File Edit View Inventory Administration Plug-ins Help

[==]=

B B | vome > g mentory b Bl nventory

E

nw K sE 662 SR

2 @ 1721615127

@
) | £ vEdge Cloud - Virtual Machine Properties
% Hardware | options | Resources |
g Device Status
% I Show All Devices Remove I comected
| [rerdware Surimary [ | ™ Comectatpoweron R
% : :\::ary :uz4MB PrEE— )
s

B | @ videocars Video card Cumrent adapter: £1000 ‘

& VMG device Restricted T

@ UsBcontroller Present N

@ scsicontrollero LsI LogicParalle!

@ cofovdrivet cdrom @ Automatic € Manual

@ Hard disk1 Virtus! Disk |

& Floppy drivel fioppy0 R

B9 Network adapter | VM Network Status: ‘

New NIC (add VM Network
L] {éihe) | Nctwork Connection
Network label:
[V Network =
Help oK Cancel
A

A Tasks

close tab [X]
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Start the vSmart VM Instance and Connect to the Console

1. In the left navigation bar of the vSphere Client, select the virtual machine instance you just created, and
click Power on thevirtual machine. The vSmart virtual machine is powered on.

1111721615127 - vSphere Client =0 =N
File Edit View Inventory Administration Plug-ins Help
E ‘Q Home b gf Inventory b [Fl Inventory
TR R
= @ 1721615127 vEdge Cloud
[Col W clieh Summary | ResourceAllocation  Performance ' Events ' Console ' Permissions
close tab [X] =l
What is a Virtual Machine?
A virtual machine is a software computer that, like a Virtual Machines
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system
Because every virtual machine is an isolated computing X
environment, you can use virtual machines as deskiop or \ &
workstation environments, as tesling environments, or to B Hos
consolidate server applications.
Virtual machines run on hosts. The same host can run ~ 2
many virtual machines. (J =
Basic Tasks Sphere Client
[» Power on the virtual machine
{3 Edit virtual machine settings
N
Tl
[s9)
FATasks | oot /| Q9

2. Select the Console tab to connect to the vSmart console.
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5311721615127 - vSphere Client =5 |ECE|F==|
File Edit View Inventory Administration Plug-ins Help
a €y Home b gF] Inventory b [ Inventory

N9 EGRER® R

2 @ 172.16.15.127

acpiphp_ibm: ibm_acpiphp_init: acpi_walk namespace failed
Booting ...
Checking sdevshdal. ..
dosfsck 2.11, 12 Mar 2885, FAT32, LFN
/devshdal: 14 files, 2388-35856 clusters
Mounting ~sdev/hdal at ~boot
Mounting ~/boot-16.1-38/rootfs.img at /rootfs.ro
Starting version 16.1-38...
Checking ~dev/hdaZ...
/devshda2: c n, 11-2897152 files, 168591-2897152 blocks
Mounting ~de a2 at /rootfs.ru
Mounting aufs at ~rootfs
Mounting pseudo filesystems...
Setting up hotplug. ..
Mounting filesystems...
Setting hostwname. ..
Configuring kernel parameters...
Configuring network interfaces...
Setting up syslogd service..
tting up klogd service..
Starting services...

viptela 16.

vSmart login:

368267

&7 Tasks

3. At the login prompt, log in with the default username, which is admin, and the default password, which
is admin.

What's Next

See Configure Cisco vSmart Controller.

Create vSmart VM Instance on KVM

To start the vSmart controller, you must create a virtual machine (VM) instance for it on a server that is running
hypervisor software. This article describes how to create a VM on a server running the Kernel-based Virtual
Machine (KVM) Hypervisor software. You can also create the VM on a server running the VMware vSphere
ESXi Hypervisor software.

For server requirements, see Server Hardware Recommendations.
To create a vSmart VM instance on the KVM hypervisor:

1.  Launch the Virtual Machine Manager (virt-manager) client application. The system displays the Virtual
Machine Manager screen.

Cisco SD-WAN Overlay Network Bring-Up Process .



Cisco SD-WAN Overlay Network Bring-Up Process |

. Create vSmart VM Instance on KVM

[ oK ) [\] Virtual Machine Manager

Flle Edit View Help

v

ame ¥ | CPU usage Host CPU usage

Click New to deploy the virtual machine. The system opens the Create a new virtual machine screen.

X/ Virtual Machine Manager
Ele Edit View Help X/ New VM

B 1l @ m Create a new virtual machine
= v

Open Run Pause Shutdown it

Enter your virtual machine details ke sas os P e
- localhost (QEMU) name; [

Connection: localhost (QEMU/KVM)

Erl

i

ew

[

Choose how you would like to install the operating system
® Local install media (ISO image or COROM)
O Network Install (HTTP, FTP, or NFS)
O Network Boot (PXE)

O Import existing disk image

& cancel I &3 Back | E{,"Ecrwardl

Enter the name of the virtual machine. The figure below specifies a name for the vSmart instance.

a. Select Import existing disk image.
b. Click Forward.

368248

368249

N\ Virtual Machine Manager
File Edit View Help e 0 X New VM

i—:—' -l B ~ m Create a new virtual machine

New | Open Run Pause Shutdown =

Connection: localhost (QEMU/KVM)

Choose how you would like to install the operating system B
O Local install media (IS0 image or CDROM)
O Network Install (HTTP, FTP, or NFS)

el

xgancel | &8 Back & Forward

- localhost (QEMU) - IvSmart

In Provide the existing storage path field, click Browse to find the vSmart software image.

a. Inthe OSTypefield, select Linux.

b. Inthe Version field, select the Linux version you are running.
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c. Click Forward.

N Virtual Machine Manager

Fle Edit View Help X New VM

| == it B

New | Open Run Pause Shutdown

Name
" localhost (QEMU)

a new virtual mac

B

v

Provide the existing storage path:

I[home,’tssterlDemolvatela-smart-gensncxss-m‘qcuw: Browse...

Choose an operating system type and version

OS type: iLinux

|
-~

Version: Ubuntu 14.04 LTS (Trusty Tahr)

anncell 4@ Back | E}Eorwardl

| v | €PU usage

; B L L

5.

Specify Memory and CPU based on your network topology and the number of sites, and click Forward.

X\ Virtual Machine Manager

file Edit View Help 000 IX| New VM

E-J‘Q% ] @

New | Open Run Pause Shutdown

m Create a new virtual machine

Choose Memory and CPU settings

Memory (RAM): | 1024 B MB

Up to 32136 MB available on the host

CPUs: 2

Up to 8 available

Name
- localhost (QEMU)

| ¥ | CPU usage

xgance\ | < Back & Forward | I'V\'w"\"”\]{"w”‘mv
WY | 2
A
[oo]
—e . | ©
™
6.  Select Customize configuration before install. Then click Finish.
X Virtual Machine Manager
Fle Edit View Help x| New VM
e B o virtual m
New | Open Run Pause Shutdown
BIEE Ready to begin installation of vSmart | (CELIEEE e
= localhost (QEMU) 0S: Ubuntu 14,04 (TS (Trusty Tahr)
Install: Import existing OS image
Mermory: 1024 MB e =
CPUs: 2
Storage: 0.1 GB fhomeftester/Demojviptela-smart-genericx85-64. qcow2 .
[ iCustomize configuration before install;
~ Advanced options
virtual network 'default’ : NAT [vl
Set a fixed MAC address -VV-U-WW ‘ﬂn'ﬂ 'VV
52154:00:9d:7c:a6 W
virt ype: kvm  |w
Architecture: x86_64 [v
Ermware: Default [v
x;ancel | 4 Back | &4 Finish I
y —
y — |5
(8
[s9)
P Mo M | ©
@
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7. Select Disk 1 in the left navigation bar. Then:

a. Click Advanced Options.

b. 1Inthe Disk Busfield, select IDE.

C. Inthe Storage Format field, select qcow?2.

d. Click Apply to create the VM instance with the parameters you just defined. By default, this includes
one vNIC. This vNIC is used for the tunnel interface.

N Virtual Machine Manager

(= Console storage format: [qcowz

Video Default b Performance options

» 10 Juning

= Add Hardware

Sound: default Serial number:

') Tip: 'source’ refers to information seen from the host 0S,
while target' refers to information seen from the guest 0S5

File Edit View Help | X| New VM |
. L] X| vSmart Virtual Machine
L= -
ieall ooer llation  J cancel
New | Open Run Pause Shuf S g sl
Name ~ | CPU usage
= = overview Virtual Disk
%:} Processor Target device: Disk 1
=B Memory Source path: /homejtester/Demojviptela-smart-genericxg86-64.qcow2
3 Storage size: 147.88 MB
50 Boot Options
= Readonly: []
ﬂ Shareable: [
% NIC :9d:7c:ab
~ Advanced options
Input
Display VNC Disk bus: IDE -

= Remove | %gancel | Q‘fﬂpply

\}

Note The software supports only VMXNET3 vNICs.

8.  Inthe vSmart Virtual Machine screen, click Add Har dwareto add a second vNIC for the management
interface.

9.  Inthe Add New Virtual Hardware screen, click Network.

a. Inthe Host Device field, select an appropriate host device.

b. Click Finish.
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Fle Edit View Heln

Li:Jl = | Ele virt
New | Open Run
(= [ storage
Name Console | [SENNETS
[= localhost (QEMU) Input
- o
Sound
Pro | 4| serial

Parallel

Channel

USB Host Device
PCl Host Device
Video

RS N0

Mol

Inpi m Watchdog

Dis| Filesystem

Sol |2 Smartcard
& se @' USE Redirection

Vidi

MFCD

N Virtual Machine Manager

N/ vSmart Virtual Machine
% Add New Virtual Hardware

w ‘ CPU usage

Please indicate how you'd like to connect your
new virtual network device to the host network.

Host device:  virtual network ‘default’ : NAT |+ |

MAC address:; 52:54:00:fe:e6:b7
Device model:  Hypervisor default ‘v

xgancel ﬂﬁmsh |

MF Controller pci

MF Controller IDE

Add Hardware

Hostname: unknown

Product name: unknown
b Applications
b Machine Settings

P Security

I

The newly created vNIC is listed in the left pane. This vNIC is used for the management interface.

File Edit View Help

X/ New VM

% Virtual Machine Manager

X vSmart Virtual Machine

B nic be:ds:ds
B nic :dsif2:08
Input
Display VNC
Sound: default

(=5 Console
Video Default

& - [ O°

New | Open Run Pausel /7 Begin Installation  J Cancel
ame

localhost g Overview

Virtual Disk
Target device: Disk 1
Source path: /home/tester/Demo/viptela-smart-genericxB6-64.qcow?2
Storage size: 160.1S MB
Readonly: []
Shareable:
» Advanced options
Tip: 'source' refers to information seen from the host

0S, while ‘target’ refers to infermation seen from the
guest 0S

== Remove

& Cancel

“63

v | CPU usage

10.
11.

The system creates the virtual machine instance and displays the vSmart console.

In the vSmart Virtual Machine screen, click Begin I nstallation in the top upper-left corner of the screen.
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Virtual Machine Manager

A e0e® X/ vSmart Virtual Machine
| File Virtual Machine View Send Key
N = @ b | i
|| Console  Details RuR Pause  Shut Down Fullscreen
¥ | CPU usage

q| =

acpiphp_ibm: ibm_acpiphp_init: acpi_walk_namespace failed

FAT32, LFN
35057 clusters

tfs.img at /rootfs.ro

files, 168591,209715Z blocks
w

viptela 16.1-40

vsmart login:
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12.  Atthe login prompt, log in with the default username, which is admin, and the default password, which
is admin.

What's Next

See Configure Cisco vAmart Controller.

Configure the vSmart Controller

Once you have set up and started the virtual machines (VMs) for the vSmart controllers in your overlay
network, they come up with a factory-default configuration. You then need to manually configure a few basic
features and functions so that the devices can be authenticated and verified and can join the overlay network.
These features include the IP address of your network's vBond orchestrator, the device's system IP address,
and a tunnel interface in VPN 0 to use for exchanging control traffic among the network controller devices
(the vBond, vManage, and vSmart devices).

For the overlay network to be operational and for the vSmart controllers to participate in the overlay network,
do the following:

* Configure a tunnel interface on at least one interface in VPN 0. This interface must connect to a WAN
transport network that is accessible by all Cisco vEdge devices. VPN 0 carries all control plane traffic
among the Cisco vEdge devices in the overlay network.

* Ensure that the Overlay Management Protocol (OMP) is enabled. OMP is the protocol responsible for
establishing and maintaining the Cisco SD-WAN control plane. It is enabled by default, and you cannot
disable it. When you edit the configuration from the CLI, do not remove the omp configuration command.

You create these initial configuration by using SSH to open a CLI session to the the vSmart controller.
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After you have created the initial configuration, you create the full configuration by creating configuration
templates on the vManage NMS and then attaching them to the vSmart controllers. When you attach the
configuration template to the vSmart controllers, the configuration parameters in the templates overwrite the
initial configuration.

In this initial configuration, you should assign a system IP address to the vSmart controller. This address,
which is similar to the router ID on non-Cisco SD-WAN routers, is a persistent address that identifies the
controller independently of any interface addresses. The system IP is a component of the device's TLOC
address. Setting the system IP address for a device allows you to renumber interfaces as needed without
affecting the reachability of the Cisco vEdge device. Control traffic over secure DTLS or TLS connections
between vSmart controllers and vEdge routers and between vSmart controllers and vBond orchestrators is
sent over the system interface identified by the system IP address. In the transport VPN (VPN 0), the system
IP address is used as the device's loopback address. You cannot use this same address for another interface
in VPN 0.

Note

For the overlay network to function properly and predictably, the policies configured on all vSmart controllers
must be identical.

Create Initial Configuration for the vSmart Controller
To create the initial configuration on a vSmart controller from a CLI session:

1.  Opena CLI session to the Cisco vEdge device via SSH.
2. Log in as the user admin, using the default password, admin. The CLI prompt is displayed.

3. Enter configuration mode:

vSmart# config
vSmart (config) #

4.  Configure the hostname:
Cisco(config) # system host-name hostname

Configuring the hostname is optional, but is recommended because this name in included as part of the
prompt in the CLI and it is used on various vManage NMS screens to refer to the device.

5.  Configure the system IP address. In Releases 16.3 and later, the IP address can be an IPv4 or an IPv6
address. In earlier releases, it must be an IPv4 address. Releases 19.1 and later do not allow the
configuration of IPv6 unique local addresses. In these releases, configure IPv6 addresses from the
FCO00::/7 prefix range.

vSmart (config-system) #system-ip ip-address

The vManage NMS uses the system IP address to identify the device so that the NMS can download
the full configuration to the device.

6.  Configure the numeric identifier of the site where the device is located:

vSmart (config-system) # site-id site-id

7. Configure the numeric identifier of the domain in which the device is located:

vSmart (config-system) # domain-id domain-id

Cisco SD-WAN Overlay Network Bring-Up Process .
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10.

11.

Configure the IP address of the vBond orchestrator or a DNS name that points to the vBond orchestrator.
The vBond orchestrator's IP address must be a public IP address, to allow all Cisco vEdge devices in
the overlay network to reach it.

vSmart (config-system) # vbond (dns-name | ip-address)

Configure a time limit for confirming that a software upgrade is successful:

vSmart (config-system) # upgrade-confirm minutes

The time can be from 1 through 60 minutes. If you configure this time limit, when you upgrade the
software on the device, the vManage NMS (when it comes up) or you must confirm that a software
upgrade is successful within the configured number of minutes. If the device does not received the
confirmation within the configured time, it reverts to the previous software image.

Change the password for the user "admin":

vSmart (config-system) # user admin password password

The default password is "admin".

Configure an interface in VPN 0 to be used as a tunnel interface. VPN 0 is the WAN transport VPN,
and the tunnel interface carries the control traffic among the devices in the overlay network. The interface
name has the format eth number. You must enable the interface and configure its IP address, either as
a static address or as a dynamically assigned address received from a DHCP server. In Releases 16.3
and later, the address can be an IPv4 or an IPv6 address, or you can configure both to enable dual-stack
operation. In earlier releases, it must be an IPv4 address.

vSmart (config)# vpn 0

vSmart (config-vpn-0) # interface interface-name

vSmart (config-interface)# ( ip dhcp-client | ip address prefix/length)

vSmart (config-interface)# (ipv6é address ipvé-prefix/length | ipvé dhcp-client [
dhcp-distance number | dhcp-rapid-commit])

vSmart (config-interface) # no shutdown

vSmart (config-interface) # tunnel-interface

vSmart (config-tunnel-interface)# allow-service netconf

Note

You must configure a tunnel interface on at least one interface in VPN 0 in order for the overlay network to
come up and for the vSmart controller to be able to participate in the overlay network. This interface must
connect to a WAN transport network that is accessible by all Cisco vEdge devices. VPN 0 carries all control
plane traffic among the Cisco vEdge devices in the overlay network.

12.

13.

14.

15.

Configure a color for the tunnel to identify the type of WAN transport. You can use the default color
(default), but you can also configure a more appropriate color, such as mpls or metro-ethernet,
depending on the actual WAN transport.

vSmart (config-tunnel-interface)# color color
Configure a default route to the WAN transport network:
vSmart (config-vpn-0)# ip route 0.0.0.0/0 next-hop

Commit the configuration:

vSmart (config) # commit and-quit
vSmart#

Verify that the configuration is correct and complete:
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vSmart# show running-config

After the overlay network is up and operational, create a vSmart configuration template on the vManage NMS
that contains the initial configuration parameters. Use the following vManage feature templates:

* System feature template to configure the hostname, system IP address, and vBond functionality.
» AAA feature template to configure a password for the "admin" user.

* VPN Interface Ethernet feature template to configure the interface, default route, and DNS server in VPN
0.

In addition, it is recommended that you configure the following general system parameters:

* Organization name, on the vManage Administration P Settings screen.

* Timezone, NTP servers, and device physical location, from the Configuration » Templates » NTP and
System feature configuration templates.

* Login banner, from the Configuration » Templates » Banner feature configuration template.
» Logging parameters, from the Configuration » Templates P Logging feature configuration template.

* AAA, and RADIUS and TACACSH+ servers, from the Configuration » Templates > AAA feature
configuration template.

* SNMP, from the Configuration » Templates » SNMP feature configuration template.

Sample Initial CLI Configuration

Below is an example of a simple configuration on a vSmart controller. Note that this configuration includes
a number of settings from the factory-default configuration and shows a number of default configuration
values.

vSmart# show running-config
system
host-name vSmart
gps-location latitude 40.7127837
gps-location longitude -74.00594130000002
system-ip 172.16.240.172
site-id 200
organization-name "Cisco"
clock timezone America/Los_Angeles
upgrade-confirm 15
vbond 184.122.2.2
aaa
auth-order local radius tacacs
usergroup basic
task system read write
task interface read write
|
usergroup netadmin
|
usergroup operator
task system read
task interface read
task policy read
task routing read
task security read
|

user admin
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password encrypted-password
|
!
logging
disk
enable
|

server 192.168.48.11

vpn 512
priority warm
exit
|
!
omp

no shutdown
graceful-restart
!
snmp
no shutdown
view v2
oid 1.3.6.1
|
community private
view v2
authorization read-only
|
trap target vpn 0 10.0.1.1 16662
group-name Cisco
community-name private
|
trap group test
all
level critical major minor
exit
exit
!
vpn 0
interface ethl
ip address 10.0.12.22/24
tunnel-interface
color public-internet
allow-service dhcp
allow-service dns
allow-service icmp
no allow-service sshd
allow-service netconf
no allow-service ntp
no allow-service stun
|

no shutdown
|

vpn 512
interface eth0
ip dhcp-client
no shutdown
|

What's Next

See Add the vamart Controller to the Overlay Network.
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Create Configuration Templates for Cisco vSmart Controller

For Cisco vSmart Controllers that are being managed by a Cisco vManage, you must configure them from
Cisco vManage. If you configure them directly from the CLI on Cisco vSmart Controller, Cisco vManage
overwrites the configuration with the one stored on vManage.

Configuration Prerequisites

Security Prerequisites

Before you can configure Cisco vSmart Controllers in the Cisco overlay network, you must have generated
a certificate for Cisco vSmart Controller, and the certificate must already be installed on the device. See
Generate a Certificate.

Variables Spreadsheet

The feature templates that you create will most likely contain variables. To have Cisco vManage populate the
variables with actual values when you attach a device template to a device, either enter the values manually
or click Import File in the upper right corner to load an Excel file in CSV format that contains the variables
values.

In the spreadsheet, the header row contains the variable name and each row after that corresponds to a device,
defining the values of the variables. The first three columns in the spreadsheet must be (in order):

* csv-deviceld—Serial number of the device (used to uniquely identify the device).
* csv-devicelP—System IP address of the device (used to populate the system ip address command).

* csv-host-name—Hostname of the device (used to populate the system hosthame command).

You can create a single spreadsheet for all devices in the overlay network— routers, Cisco vSmart Controllers,
and Cisco vBond Orchestrators. You do not need to specify values for all variables for all devices.
Feature Templates for Cisco vSmart Controllers

The following features are mandatory for Cisco vSmart Controller operation, so you must create a feature
template for each of them:

Table 6:

Feature Template Name

Authentication, Authorization, and Accounting (AAA) | AAA

Overlay Management Protocol (OMP) OMP

Security Security

System-wide parameters System

Transport VPN (VPN 0) VPN with the VPN ID set to 0

Management VPN (for out-of-band management traffic) | VPN with the VPN ID set to 512
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Create Feature Templates

Feature templates are the building blocks of Cisco vSmart Controller's complete configuration. For each
feature that you can enable on Cisco vSmart Controller, Cisco vManage provides a template form that you
fill out with the desired parameters for that feature.

You must create feature templates for the mandatory Cisco vSmart Controller features.
You can create multiple templates for the same feature.

To create vSmart feature templates:

1.  In Cisco vManage, select Configuration > Templates.

2 From the Templatestitle bar, select Feature.

3. Click Add Template.
4

In the left pane, from Select Devices, select vSmart. You can create a single feature template for features
that are available on both Cisco vSmart Controllers and other devices. You must, however, create
separate feature templates for software features that are available only on Cisco vSmart Controllers.

5. Intheright pane, select the template. The template form is displayed. The top of the form contains fields
for naming the template, and the bottom contains fields for defining parameters applicable to that
template. Optional parameters are generally grayed out. A plus sign (+) is displayed to the right when
you can add multiple entries for the same parameter.

6.  Enter a template name and description. These fields are mandatory. You cannot use any special characters
in template names.

7.  Foreach required parameter, choose the desired value, and if applicable, select the scope of the parameter.
Select the scope from the drop-down menu to the left of each parameter field.

8.  Click the plus sign (+) below the required parameters to set values for additional parameters, if applicable.
9.  Click Create.

10. Create feature templates for each of the required features listed in the previous section. For the transport
VPN, use the template called VPN-vSmart and in the VPN Template section, set the VPN to 0, with a
scope of Global. For the management VPN, use the template called VPN-vSmart and in the VPN
Template section, set the VPN to 512, with a scope of Global.

11. Create any additional feature templates for each optional feature that you want to enable on Cisco vSmart
Controllers.

Create Device Templates

Device templates contain a device's complete operational configuration. You create device templates by
consolidating together individual feature templates. You can also create them by entering a CLI text-style
configuration directly on Cisco vManage.

You can attach only one device template to configure a Cisco vSmart Controller, so it must contain, at a
minimum, all the required portions of the vSmart configuration. If it does not, the Cisco vManage returns an
error message. If you attach a second device template to the Cisco vSmart Controller, it overwrites the first
one.

To create device templates from feature templates:

1. In Cisco vManage, select Configuration > Templates.
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From the Templatestitle bar, select Device.
Click Create Template, and from the drop-down list select From Feature Templates.
From the Device Model drop-down list, select vSmart.

Enter a name and description for the vSmart device template. These fields are mandatory. You cannot
use any special characters in template names.

Complete the Required Templates section. All required templates are marked with an asterisk.

a. For each required template, select the feature template from the drop-down list. These templates are
the ones that you previously created (see Create Feature Templates above). After you select a template,
the circle next to the template name turns green and displays a green check mark.

b. For templates that have Sub-Templates, click the plus (+) sign or the Sub-Templates title to display
a list of sub-templates. As you select a sub-template, the name of the sub-template along with a
drop-down is displayed. If the sub-template is mandatory, its name is marked with an asterisk.

C. Select the desired sub-template.

Complete the Optional Templates section, if required. To do so:

a. Click Optional Templatesto add optional feature templates to the device template.

b. Select the template to add.

c. Click the template name and select a specific feature template.

Click Create. The new device template is listed in the Templates table. The Feature Templates column

shows the number of feature templates that are included in the device template, and the Type column
shows "Feature" to indicate that the device template was created from a collection of feature templates.

To create device templates by entering a CLI text-style configuration directly on Cisco vManage:

1

2
3
4.
5

In Cisco vManage, select Configuration > Templates.

From the Templatestitle bar, select Device.

Click Create Template, and from the drop-down list, select CL| Template.

In the Add Device CLI Template box, enter a template name and description, and select vSmart.

Enter the configuration in the CL| Configuration box, either by typing it, cutting and pasting it, or
uploading a file.

To convert an actual configuration value to a variable, select the value and click Create Variable. Enter
the variable name, and click Create Variable. You can also type the variable name directly, in the format
{{variable-name} }; for example, {{hostname} }.

Click Add. The right pane on the screen lists the new device template. The Feature Templates column
shows the number of feature templates that are included in the device template, and the Type column
shows "CLI" to indicate that the device template was created from CLI text.

Attach a Device Template To Cisco vSmart Controllers

To configure a Cisco vSmart Controller, you attach one device template to the controller. You can attach the
same template to multiple Cisco vSmart Controllers simultaneously.
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To attach a device template to Cisco vSmart Controllers:

1

2
3
4.
5

10.

In Cisco vManage, select Configuration > Templates.

From the Templatestitle bar, select Device.

In the right pane, select the desired device template.

Click the More Actionsicon to the right of the row, and select Attach Devices.

In the Attach Devicesbox, select the desired Cisco vSmart Controller from the Available Devices list,
and click the right-pointing arrow to move them to the Selected Devices box. You can select one or
more controllers. Click Select All to choose all listed controllers.

Click Attach.

If the device template contains variables, either enter the values manually or click Import file in the
upper right corner to load an Excel file in CSV format that contains the variable values.

Click Next.

To preview the configuration that is about to be sent to Cisco vSmart Controller, in the left pane, click
the device. The configuration is displayed in the right pane, in the Device Configuration Preview
window.

To send the configuration in the device template to Cisco vSmart Controllers, click Configure Devices.

Add Cisco vSmart Controller to the Overlay Network

After you create a minimal configuration for Cisco vSmart Controller, you must add it to an overlay network
by making Cisco vManage aware of the controller. When you add Cisco vSmart Controller, a signed certificate
is generated and is used to validate and authenticate the controller.

Cisco vManage can support up to 20 Cisco vSmart Controllers in the network.

Add a Cisco vSmart Controller and Generate Certificate

To add a Cisco vSmart Controller to the network, automatically generate the CSR, and install the signed
certificate:

1
2.

In Cisco vManage, select Configuration > Devices.

In the Controllerstab, click Add Controller and select vSmart.
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3. Inthe Add vSmart dialog box:
a. Enter the system IP address of Cisco vSmart Controller.

b. Enter the username and password to access Cisco vSmart Controller.

C. Select the protocol to use for control-plane connections. The default is DTLS.

d. Ifyou select TLS, enter the port number to use for TLS connections. The default is 23456.

e. Select the Generate CSR check-box to allow the certificate-generation process to occur automatically.

f.  Click Add.

vSmart Management IP Address

Username
Password

Protocol

DILsS %
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Cisco vManage automatically generates the CSR, retrieves the generated certificate, and installs it on Cisco
vSmart Controller. The new controller is listed in the Controller table with the controller type, hostname of
the controller, IP address, site ID, and other details.

Verify Certificate Installation
To verify that the certificate is installed on a Cisco vSmart Controller:

1. In Cisco vManage, select Configuration > Devices.

2. Inthe Controllers table, select the row listing the new controller, and check the Certificate Status column
to ensure that the certificate has been installed.

¥ vManage 8 'y ) admin »
LX CONFIGURATION | DEVICES
vEdgeList  Controllers
Monitor
© Add Controller ~ | ([: Change Mode ~
Configuration < @ 9 9
Q o v otal Rows: 9
Devices /
Certificates vManage vmS5001 2.16.240.5 5000000 vManage ~vmanage_template Sync / Installed
o vSmart vm7002 2 72 2 vManage VS| plate Sync / Inst \ m
es / \
mart vm7003 2.16.240.17 70000000 vManage VS plate Sync | \ em
| |
n: 01 a t ync | |

CloudExpres

ools vManage vm5003 2.16.240.53

vB vim 6.240.162 vManage vBond. m Sync eee
vSmart vim 1 2.16.240.171 700000001 vManage vSmart_Template Sync Installed stem12_pol .
Maintenance ;
vSmart vm7004 2.16.240.174 700000004 vManage vSmart_Template Sync Installed system12_polic ..e
» Administration
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Note If Cisco vSmart Controller and Cisco vBond Orchestrator have the same system IP addresses, they do not
appear in Cisco vManage as devices or controllers. The certificate status of Cisco vSmart Controller and Cisco
vBond Orchestrator is also not displayed. However, the control connections still successfully come up.

What's Next
See Deploy the vEdge Routers.
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Deploy Cisco Catalyst 8000V Using Cloud Services Provider
Portals

Table 7: Feature History

Feature Name Release Information Description

Support for Deploying Cisco Cisco IOS XE Release 17.4.1a Starting from this release, Cisco

Catalyst 8000V Instances for Catalyst 8000V instances can be

Supported Cloud Services Provider deployed on Cloud Services

Platforms Provider portals such as Microsoft
Azure and Amazon Web Services.

For information on supported instances of Cisco Catalyst 8000V and how to deploy them on the supported
cloud service provider portals, see the following links:

* Deploying Cisco Catalyst 8000V Edge Software on Amazon Web Services
* Deploying Cisco Catalyst 8000V Edge Software on Microsoft Azure

Deploy Cisco CSR 1000v Using Cloud Service Provider Portals

For information on supported instances of Cisco CSR 1000v routers and how to deploy them on the supported
cloud service provider portals, see the following links:

* Cisco CSR 1000v Series Cloud Services Router Deployment Guide for Amazon Web Services

* Cisco CSR 1000v Deployment Guide for Microsoft Azure

Deploy the vEdge Cloud routers

vEdge routers, as their name implies, are edge routers that are located at the perimeters of the sites in your
overlay network, such as remote office, branches, campuses, and data centers. They route the data traffic to
and from their site, across the overlay network.

vEdge routers are either physical hardware routers or software vEdge Cloud router, which run as virtual
machines on a hypervisor or an AWS server.

An overlay network can consist of a few or a large number of vEdge routers. A singleCisco vManage, which
provides management and configuration services to the vEdge routers, can support up to about 2,000 routers,
and a vManage cluster can support up to about 6,000 routers.

To deploy vEdge Cloud routers:

1. For software vEdge Cloud routers, create a VM instance, either on an AWS server, or on an ESXi or a
KVM hypervisor.

2. For software vEdge Cloud router, install a signed certificate on the router. In Releases 17.1 and later,
Cisco vManage can act as a Certificate Authority (CA) and can automatically generate and installed signed
certificates on vEdge Cloud router. In earlier releases, send a certificate signing request to Symantec and
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then install that certificate on the router so that the router can be authenticated on and can participate in
the overlay network.

3. From Cisco vManage, send the serial numbers of all vEdge Cloud routers to Cisco vSmart Controllers
and Cisco vBond Orchestrators in the overlay network.

4. Create a full configuration for the vEdge Cloud router. You do this by creating a vManage template for
Cisco vBond Orchestrator and attaching that template to the orchestrator. When you attach the vManage
template, the initial minimal configuration is overwritten.

5. Prepare hardware vEdge Cloud router for automatic provisioning , which is done using the Cisco SD-WAN
zero-touch provisioning (ZTP) tool. The ZTP process allows hardware routers to join the overlay network
automatically.

Starting with Release 18.2.0, vEdge Cloud routers that are hosted in countries affected by United States
government embargoes cannot connect to overlay network controllers (Cisco vBond Orchestrators, Cisco
vManages, and Cisco vSmart Controllers) that are hosted in the Cisco cloud. Any vEdge Cloud router from
an embargoed country that attempts to connect to one of these controllers will be disabled. (The vEdge Cloud
routers can, however, connect to controllers that are hosted in other clouds). As a result, when a vEdge Cloud
router initially attempts to connect to a controller in the Cisco cloud, the router might not come up and might
remain in a pending state if the Cisco vBond Orchestrator and theCisco vManage are unable to communicate
with each other or if the Cisco cloud server is down.

Create vEdge Cloud router VM Instance on AWS

To start a software vEdge Cloud router, you must create a virtual machine (VM) instance for it. This article
describes how to create a VM instance on Amazon AWS. You can also create the VM on a server running
the vSphere ESXi Hypervisor software or the Kernel-based Virtual Machine (KVM) Hypervisor software.

To start the vEdge Cloud router virtual machine (VM) instance on Amazon AWS, first create a Virtual Private
Cloud (VPC). The VPC is a self-contained environment in which you build the infrastructure you need in
order to build your network.

Plan your network addressing carefully before creating the VPC. The VPC can use addresses only in the range
you specify, and once you create a VPC, you cannot modify it. If your network addressing requirements
change, you must delete the VPC and create a new one.

Starting Cisco SD-WAN 18.4 Release, Cisco Cloud Services 1000v (CSR 1000v) Router SD-WAN version
is supported on AWS.

To start a vEdge Cloud router on Amazon AWS:
1. Create a VPC.

2. Setup the vEdge Cloud router VM instance.

3. Define additional interfaces.

Create a VPC

Plan your network address blocks carefully before creating the VPC. Once you create a VPC, you cannot
modify it. To make any changes to the network addressing, you must delete the VPC and create a new one.

1. Login to AWS. In the Networking section of the AWS home page, click VPC.
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Service Health
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1. On the screen that opens, click Start VPC wizard.
2. On the Select a VPC Configuration screen, select VPC with Public and Private Subnets.
VPC with Public and Private Subnets
]
| 3
3

1. On the VPC with Public and Private Subnets screen:

a. InIP CIDR Block, enter the desired IP addressing block. The VPC can use addresses only in this
ange.

b. Specify a public subnet and a private subnet from within the IP CIDR block.

c. InElastic IP Allocation ID, enter the address of your Internet gateway. This gateway translates internal
traffic for delivery to the public Internet.

d. Add endpoints for S3 only if you need extended storage space, such as for a large database.
€. To use the AWS automatic registration of IP addresses to DNS, enable DNS hostnames.

f. Select the desired Hardware tenancy, either shared or dedicated. You can share your AWS hardware
with other AWS clients, or you can have dedicated hardware. With dedicated hardware, the device
assigned to you can host only your data. However, the cost is higher.

g. Click Create VPC.
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Create VPC
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The infrastructure is now complete and ready for you to deploy applications, appliances, and the vEdge Cloud
router. Click the links on the left to see the subnets, route tables, internet gateways, and NAT address translation
points in the VPC.

Z| 8|0
1102012 Subnets.
Route Table Hotwork ACL

Dotauit Subnet Auto-assign Publc 1P

95 8000 ™ "o
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Set Up the vEdge Cloud router VM Instance

1. Click Services> EC2 to open the EC2 Dashboard, and then click Launch Instance.
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1. Choose an Amazon Machine Image (AMI) screen opens. The Cisco SD-WAN AMI has a name in the
format release-number-vEdge; for example, 16.1.0-vEdge. The Cisco SD-WAN AMI is private. Contact
your Cisco SD-WAN sales representative, who can share it with you.

2. Choose the Cisco SD-WAN AMI, then click Select.

0ose an Amazon Machine Image (AMI) e nd Exit
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1. The Choose an Instance Type screen appears. Determine which instance type best meets your needs,
according to the following table. The minimum requirement is 2 vCPUs.

Table 8: Table 1: EC2 Instance Types that Support the vEdge Cloud router

vCPU Memory Instance Storage
(GB) (GB)

General Purpose — Current Generation

mé.large |2 8 EBS only
m4.xlarge |4 16 EBS only
m4.2xlarge | 8 32 EBS only
m4.4xlarge | 16 64 EBS only
m4.10xlarge | 40 160 EBS only
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vCPU Memory Instance Storage
(GB) (GB)

Compute Optimized — Current Generation
c4.large 2 3.75 EBS only
cd.xlarge |4 7.5 EBS only
c4.2xlarge |8 15 EBS only
cd.4xlarge |16 30 EBS only
c4.8xlarge |36 60 EBS only
c3.large 2 3.75 2x 16 SSD
c3.xlarge |4 7.5 2 x40 SSD
c3.2xlarge |8 15 2 x 80 SSD
c3.4xlarge |16 30 2 x 160 SSD
c3.8xlarge |32 60 2x320SSD

2. Select the preferred instance type, then click Next: Configure Instance Details.

. Compute optirized 3large 2 375 216.(55D) Moderate

368362

1. On the Configure Instance Details screen:

a. In Network, select the VPC you just created.
b. In Subnet, select the subnet for your first interface.
c. In Network Interfaces, click Add Device and select a subnet for each additional interface.

d. Click Next: Add Storage.
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1. The Add Storage screen opens. You do not need to change any settings on this screen. Click Next: Tag
Instance.
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Previous m Next: Tag Instance

1. The Tag Instance screen opens. Enter your desired Key and Value, and then click Next: Configure
Security Group.
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1. The Configure Security Group screen opens. Add rules to configure your firewall settings. These rules
apply to outside traffic coming into your vEdge Cloud router.

a. Below Type, select SSH.

b. Below Source, select My IP.

@ reach your instance. For axanpl. ff you wan 10 set up a web servar and allow Intemet trafficto reach your instance, add ules that a¥ow unvestrcted access 1o the HTTP and HTTPS parts. You

Typo i Protacol (| Port Range (i

Add Rule

o | Previous
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1. Click Add Rule, then fill out the fields as follows:
a. Below Type, select Custom UDP Rule.

b. Below Port Range, enter 12346.
c. Below Source, select Anywhere. 12346 is the default port for IPSec.

d. If port hopping is enabled, you may need to add more rules.
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A sacurlty group is

1Choos MM 2 ChoosenatssceTypa 3 Confpureimslimce 4 AGSWNMe S TIgimbice  6.Comiguro Secuty Gioap 7. Rinkew

nstance. For axanpl, I you want 0 st up and alow Inermet

Type @
SSH
Cutom UDP Rudo_+

Add Rula

sacusty growp of Leam more about
Assign a securiy group: Creato a now secariy group
©Select an existing seculy group
Socurlty group name:  DEMO_SECURITY_GROUP
Description:  [domo securly group

you . ad s that TP and HTTPS parts. You

Port Range (i) Source (i)

] &2 Custorn 1P+ [ ] o
] 12388 Angwhere v | [0.0.0.0/0 | Q

& Waming
0.0.0.0/0 allow al
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1. Click Review and Launch. The Review Instance Launch screen opens. Click Launch.

2. Select Proceed without akey pair, click the acknowledgement check box, then click L aunch I nstances.

€ 3 ¢ [Bhwp 1.consol

A @A 0 Q=

‘Select an existing key pair or create a new key pair 20

A ke poi consists of a public key that ANS stores, and a private key file that you siore. Together,
they allow you to connect 1o your inslance securely. For Windows AMIs, 1he prvate key e is required
10.0btain the passuword used to log it your nstance. For Linux AVES, the pivate key file allows you to
securely SSH into your instance,

Nete: The
about romoving existing key pais from a public AML
Proceed wioul oy pak

@ wl ot

his instance. Learm more

b0

0
password buit nto this AN
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Wait a few minutes, the instance initializes. The vEdge Cloud router is now running. The first interface, eth0,
is always the management interface. The second interface, ge0/0, appears in VPN 0, but you can configure it

to be in a different VPN.
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€ > €8 hw I

Instance: | i-368a6cat (DEMO_VEDGE)  Ela

Somklineriesss Description || Status Checks | | Menitodng

us-west-1#Inst

ch=DEMO:sort=Name.

- mstance Typo = Avakabity Zone = insiance Stale - Status Checks = Publc I

lsige

resren

@ naning © 2cmds.. 29195172

= Security Groups = VPCID.

@ o &0
@ 1< < 1wteft > 3

DEMO_SECURIT...  vpcbQ760da

Auto Sealing Groups. Private 1P

Secondary private IPs
VPCID  vpcaitbda
Subnet D subrel 77016012

Motwork intertacos om0

1001.127,100098

Sourcedest eneck  True

EBS.opmized  Faise
Rootdevice fype  sbs

Rootgevice
Biock devices

Load Bolancors msunceld  136dateat
Instance state  running
® auro scana stance type < arge
Lowock Coalpaiiing Privato DNS 19100098 -west1 compule ernal

Public DNS -
PublcIP 529,195,172
Elastc P 529195 172
Awallabity o8 usst-1a
‘Securiy groups  DEMO_SECURITY_GROUP. visw uiss
Scheduid events o scheduled evens
AMIID  1610-vE0ge (ami-67E3807)
Plattorm -
WMol AOFSPLU

Key pae pame -
Owner 200235630647
Launcntme  Aprl 27,2016 a1 1:37:28 P UTGT ess han ane hour)
Termination protection  True
Uteeyele  nomal
Monitoring  basic
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Define Additional Interfaces

The vEdge Cloud router supports a total of nine interfaces. The first is always the management interface, and
the remaining eight are transport and service interfaces. To configure additional interfaces:

1. In the left pane, click Network Interfaces.

2. Click Create Network Interface. Select the Subnet and Security group, and then click Yes, Create.
Note that two interfaces in the same routing domain cannot be in the same subnet.

& & €8 hups/us-west1.consol

us-west-18NIC:

h = DEMO_VEDGE sort=status

Create Network Interface

Descripiion |
Subnet ¢
Private 1P ¢

Security groups.

subnet-Tde 1S T (100 1 0724) uswest-1a | PRIVATE_LAN

A @~ 00 =
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3. Select the check box to the left of the new interface, and click Attach.

4. Select the vEdge Cloud router, and click Attach.
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€ > ¢ lanw

us-west-1#NIC:

5. Reboot the vEdge Cloud router, because the vEdge Cloud router detects interfaces only during the boot

process.

Attach Network Interface

Network Interface:; eni-294bbgel
instance 1D: (36836

Qv @A 00 =

€ 5 C [ hitps//us-west-1 le.

EC2 Dashbord

us-west DEMO;sort=Name

Root device

et

Litecycle

Finy R ot o~ @c e
Tags Q (earen - 0EMG )00 e @ K < twidt 5 3
Reports.
Limits . ame ~ instance ID ~ Instance Typo - Availabity Zone - Instance State = Status Chechs - Public 1P Security Groups = VPCID
= INSTANCES @ DEMO_VEDGE +368a6¢a1 large. usRsk1a @ running © 2checks.. 529195172 DEMO_SECURIT..  vpe-bRT6bda
| Instances
Spot Raguasts
Reserved nstances
Commands .
Oaccated Hosts a
& naces
o ; ,.
Bunde Taks AusT uTIE  SackeTs b
10 Gweiioids 7
e Sownowe Gas  sas
Snapshots.
& herwomxa secuRrTY
Security Groups
Elastic Py
Placament Grecps
Koy Pairs Instance: | i.-368a6cat (DEMO_VEDGE)  Elastis CER-]
o adtuces: Descripion || Status Chedis | | Monitoring
Lt mstance D 136806cat B
stance state  ruaning
& Ao scane [
Launch Configstons Priate DNS. 19:10.0.88 us-vesh compuie emal R ———.
Auto Scaling Groups. Private s 1001.127, 100098 1001165 Securfty groups  DEMO_SECURITY_GROUP view rules
Secondary peivate IPs Scheduled everts Mo scheduled events.
VPCID  wpcb276bda ANID  16.10-vEdge (ami-678a1507)
P — puatorm -
Network mtrtaces om0 Wi ADFS PN
ont
on2
Sourceiest cnack e roypomm -
owner 200235830647
EBS.optimzsd  Faise Launch time  Ape 27, 2018 at137.28 PAAUTC. fless han e hour)
Roodevceype  ebs Termnatonprotection True
nomt
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The new interface is now up. The interface in VPN 0 connects to a WAN transport, such as the internet.
The interface in VPN 1 faces a service-side network and can be used for appliances and applications. The
interface in VPN 512 is dedicated to out-of-band management.
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Connect  Actions v

2, (seorch - pEmMo.

. ume Instance 10 stance Typo

B OEMO_VEDGE I36satcat clarge usnest1a

Avallabilty Zone < Instance State

@ rnaing

Status Chacks

Public 1P

© 22checks

Securty Groups

ey

webTgbda

LN}

6. To allow the interface to carry jumbo frames (packets with an MTU of 2000 bytes), configure the MTU

from the CLI. For example:

Router# show interface

368373

IF IF
TCP
AF ADMIN OPER ENCAP
SPEED MSS RX TX
VPN INTERFACE TYPE IP ADDRESS STATUS STATUS TYPE PORT TYPE MTU HWADDR
MBPS DUPLEX ADJUST UPTIME PACKETS PACKETS
0 ge0/0 ipvd 10.66.15.15/24 Up Up null service 1500
00:0c:29:db:£f0:62 1000 full 1420 0:14:05:07 545682 545226
0 ge0/1 ipvd 10.1.17.15/24 Up Up null service 1500
00:0c:29:db:f0:6¢c 1000 full 1420 0:14:21:19 O 10
0 ge0/2 ipvd - Down Up null service 1500
00:0c:29:db:£f0:76 1000 full 1420 0:14:21:47 O 0
0 ge0/3 ipvd 10.0.20.15/24 Up Up null service 1500
00:0c:29:db:£0:80 1000 full 1420 0:14:21:19 O 10
0 ge0/6 ipvd 172.17.1.15/24 Up Up null service 1500
00:0c:29:db:£f0:9e 1000 full 1420 0:14:21:19 O 10
0 ge0/7 ipv4d 10.0.100.15/24 Up Up null service 1500
00:0c:29:db:£f0:a8 1000 full 1420 0:14:21:19 770 705
0 system ipvd 172.16.255.15/32 Up Up null loopback 1500
00:00:00:00:00:00 O full 1420 0:14:21:30 O 0
0 loopback3 ipv4 10.1.15.15/24 Up Up null transport 2000
00:00:00:00:00:00 10 full 1920 0:14:21:22 0 0
1 ge0/4 ipvd 10.20.24.15/24 Up Up null service 2000
00:0c:29:db:£f0:8a 1000 full 1920 0:14:21:15 52014 52055
1 ge0/5 ipvd 172.16.1.15/24 Up Up null service 1500
00:0c:29:db:£0:94 1000 full 1420 0:14:21:15 O 8
512 eth0 ipvd 10.0.1.15/24 Up Up null service 1500
00:50:56:00:01:05 O full 0 0:14:21:16 28826 29599

Router# config
Entering configuration mode terminal

Router (config) # vpn 0 interface ge0/3 mtu 2000

Router (config-interface-ge0/3) # commit

Commit complete.
vEdge (config-interface-ge0/3) # end
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vEdge# show interface

IF IF
TCP
AF ADMIN OPER ENCAP

SPEED MSS RX TX
VPN INTERFACE TYPE IP ADDRESS STATUS STATUS TYPE PORT TYPE MTU HWADDR

MBPS DUPLEX ADJUST UPTIME PACKETS PACKETS
0 ge0/0 ipvd 10.66.15.15/24 Up Up null service 1500
00:0c:29:db:£0:62 1000 full 1420 0:14:05:30 546018 545562
0 ge0/1 ipv4d 10.1.17.15/24 Up Up null service 1500
00:0c:29:db:£f0:6¢c 1000 full 1420 0:14:21:42 O 10
0 ge0/2 ipvd - Down Up null service 1500
00:0c:29:db:£f0:76 1000 full 1420 0:14:22:10 O 0
0 ge0/3 ipv4d 10.0.20.15/24 Up Up null service 2000
00:0c:29:db:£0:80 1000 full 1920 0:14:21:42 O 10
0 ge0/6 ipvd 172.17.1.15/24 Up Up null service 1500
00:0c:29:db:£0:9e 1000 full 1420 0:14:21:42 O 10
0 ge0/7 ipv4 10.0.100.15/24 Up Up null service 1500
00:0c:29:db:£f0:a8 1000 full 1420 0:14:21:42 773 708
0 system ipv4d 172.16.255.15/32 Up Up null loopback 1500
00:00:00:00:00:00 O full 1420 0:14:21:54 O 0
0 loopback3 ipv4 10.1.15.15/24 Up Up null transport 2000
00:00:00:00:00:00 10 full 1920 0:14:21:46 O 0
1 ge0/4 ipv4d 10.20.24.15/24 Up Up null service 2000
00:0c:29:db:£f0:8a 1000 full 1920 0:14:21:38 52038 52079
1 ge0/5 ipvd 172.16.1.15/24 Up Up null service 1500
00:0c:29:db:£0:94 1000 full 1420 0:14:21:38 O 8
512 ethO ipvd 10.0.1.15/24 Up Up null service 1500
00:50:56:00:01:05 O full 0 0:14:21:39 28926 29663

The following instances support jumbo frames:
* Accelerated computing—CG1, G2, P2
» Compute optimized—C3, C4, CC2
* General purpose—M3, M4, T2
* Memory optimized—CR1, R3, R4, X1
* Storage optimized—D2, HI1, HS1, 12

What's Next
See Install Sgned Certificates on vEdge Cloud Routers.

Create vEdge Cloud router VM Instance on Azure

To start a software vEdge Cloud router, you must create a virtual machine (VM) instance for it. This article
describes how to create a VM instance on Microsoft Azure. You can also create the VM on Amazon AWS
or on a server running the vSphere ESXi Hypervisor software or the Kernel-based Virtual Machine (KVM)
Hypervisor software.

Note: Cisco SD-WAN offers only a Bring Your Own License (BYOL) for the vEdge Cloud router, so you
are not actually purchasing the Cisco SD-WAN product. You are charged hourly for the VNET instance.

For server requirements, see Server Hardware Recommendations.
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Launch Azure Marketplace and Create a vEdge Cloud router VM Instance
1.  Launch the Azure Marketplace application:

a. In the left pane, click New to create a new vEdge Cloud router VM instance.

b. In the Search box, search for Cisco.
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2.

Create vEdge Cloud router VM Instance on Azure .

In the right pane, select Cisco vEdge Cloud router (3 NICs) (Staged).

Microsoft Azure New x Q> & O 0O

# 0O X v Viptela vEdge Cloud Router (3 NICs) (Staged)

Marketplace > Evenything > Vipela vEdge Cloud Route (3 NICS) (Staged) e

ace # O X Everything

¥ fier Vipteia vedge Coud s
indo

Results

ing multple transportlnks e Intemet and

N A pususHER
all branch and cloud endpoints

Viptela vEdge Cloud Router (Staged) Viptela

q

N/
4
&) Vi edoe o out \

el vEdge Coud Ruter ( NIC9) Saged) Vitea

a Viptela to 9
SD-WAN serices. The company ollar Startup by Forbes, 2016 Red

Vering Glosl 10 Compans o RN T
oonD@mEE

PUBLISHER Viptela

VIPTELA VEDGE CLOUD ROUTER DATA SHEET
VIPTELA SECURE EXTENSIBLE NETWORK (SEN) DATA
SHEET

VIPTELA CLOUD ONRAMP SOLUTION

¥ sQLdatabases

USEFUL LINKS.

® Azure Cosmos DB + Management

& App services

& Help + support

In the Cisco vEdge Cloud router (3 NICs) (Staged) screen, click Basics in the left pane to configure
basic settings for the vEdge Cloud router VM:

a. Inthe VM Name field, enter a name for the vEdge Cloud router VM instance.
b. Inthe Username field, enter the name of a user who can access the VM instance.
c. Inthe Authentication type field, select either Password or SSH public key.

d. Ifyou selected password, enter, and then confirm, your password. You use the username and
password to open SSH session to the VM instance.

e. Ifyou selected SSH public key, see https://docs.microsoft.com/en-us/azu...reate-ssh-keys for
instructions about how to generate an SSH key pair for Linux VMs.

f. In the Subscription field, select Pay-As-You-Go from the drop-down menu.

0. Inthe Resource Group field, click Createnew to create a new resource group, or click Useexisting
to select an existing resource group from the drop-down menu.

h. 1Inthe Location field, select the location in which you wish to bring up the vEdge Cloud router VM
instance.

i. Click OK.
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4.

5.

azure@viptela.com ()
AZUREVIPTELA DEFAULT DIRE.. Q)

Microsoft Azure «  Create Viptela vEdge Cloud Router (3 NICs) (Staged) > Basics 0 Search resources M| Q> |20

Create Viptela vEdge Cloud ... B X Basics

* Viptela VM Name

( 1 Basics > ) ‘
\\ Configure basic settings /
— - Userame ®

2

* Authentication type

Password | SSH public key

3 * Password ©
* Confirm password

Subscription

Pay-As-You-Go v

* Resource group @

OcCreatenew  Use existing

Location

West US 2 v

In the left pane, click VEdge Settings to configure the vEdge Cloud router infrastructure settings.

azure@viptela.com ()
AZUREVIPTELA (DEFAULT DIRE-. Q)

Microsoft Azure «  Infrastructure Settings P Search resources x Q> & © @

= Create Viptela vEdge Cloud ... @ X Infrastructure Settings

1 Basics v * Size N
Done 1x Standard D3 v2
* Storage Account N
( 2 Viptela vEdge settings > ) Configure required settings

\ Configure vEdge settings /

— - * Public IP address ®

—— N
Configure required settings

w

* Domain name

westus2.cloudapp.azure.com

4 * Virtual network >
(new) newvedge
Subnets
0>

Configure subnets

In the Infrastructure Settings pane:

a. Click Size. In the Chooseasizepane, select D3 V2 Standard for the instance type and click Select.
This is the recommended instance type.
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oft > Infrastructure Settings > Choose a size

P Search resources x 0> & © O mk;f:y’f’(:‘[’:ﬂj;&’“
Create Viptela vEdge Cloud ... O X Infrastructure Settings 8 X  Choose asize g x

Browse the available sizes and their features

[ Prices presented are estimates in your local currency that include only Azure infrastructure costs and
1 Basics v ) > any discounts for the subscription and location. The prices don't include any applicable software costs.
Done 1x Standard D3 v2 Recommended sizes are determined by the publisher of the selected image based on hardware and
Software requirements.
* Storage Account
2 Viptela vEdge settings N Configure required settings

Supported disk type Minimum cores Minimum memory (GiB)
Configure vEdge settings

o “Jl : o
* Public IP address @

Configure required settings

* Recommended | View al
3 * Domain name D3_V2 Standard /D4 V2 Standard D5_V2 Standard

- 8 Cores

16 Cores
westus2.cloudapp.azure.com
4 o 14 GB 28 68 56 GB
* Virtual network
> = 8 = = 2
(new) newvedge = oatadisks = s = oatadisks
=) 8x500 3 16x500 &) 32x500
Max0PS Max 0P Miax 10PS
Subnets o >
200 GB 400 GB 800 GB
Configure subnets W {oaisso W oaisso W oaisso

& Load balancing & Load balancing & Load balancing

170.38 340.75 681.50

= e

b. Click Storage Account. In the Choose stor age account pane, click Create New to create a new
storage account or select one of the listed storage accounts. Then click OK.

Microsoft Azure New > Marketplace > Everything > Viptela vEdge Cloud Router (3 NICs) (Staged) > Create Viptela vEdge Cl O Search resources X+ stdgdge adountiS:  Cledde s
IgeCloud .. O X Infrastructure Settings O X Choose storage account B8 X  Create storage account g X

* Name
* Size
v > . . [
1x Standard D3 v2 These are the storage accounts in the selected subscription and location ‘West US 2.
corewindows.net
* Storage Account N femoonance 0
i i Standard | Premium
N Configure required settings + @rsnney
T Replication ®
* Public IP address @ >
§ — Locally-redundant storage (LRS) v
Configure required settings ftestvedgestore
ftest-vedge West US 2, Stand
* Domain name ™= newstorforvedge
vedge v newrgvedge West US 2, Stand
westus2.cloudapp.azure.com
S aal ratuk ™™ somenewstoragename
irtual networ > vmanage_test West US 2, Stand
(new) newvedge
™ viptelastor
Subnets vresource West US 2, Stand.
N 0>
Configure subnets
™= vmanageteststorage
vmanage_test West US 2, Stand

oK

368383

C. Click Public IP Address. In the Choose public | P address pane, click Create New to create a

new public IP address, or select one of the listed public IP address to use for the public IP subnet.
Then click OK.
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Microsoft Azure «

= lgeCloud..BO X

Choose public IP address

Infrastructure Settings
* Size
1x Standard D3 v2

* Storage Account
Configure required settings

* Public IP address ®
Configure required settings

* Domain name

vedge

* Virtual network
(new) newvedge

o m e

Subnets
Configure subnets

BB P o @ O @

v

> Create public IP address

o X

>

>

»

‘westus2 cloudapp.azure.com

>

0>

e azure@viptela.com
R search resources l Q> |00 aiemsvtron @
Choose public IP address o X Create public IP address o x

Dynamic public IP addresses that are not in se won't have an IP address assigned to them.

Cisco SD-WAN Overlay Network Bring-Up Process |

* Name

o These are the public IP addresses in the selected subscription and location ‘West US 2.
Assignment

Dynamic| Static

d. Inthe Domain Name field, select vedge from the drop-down menu.

e. Click Virtual Network. In the Choose virtual network pane, click Create New to create a new

virtual network (VNET), or select an existing VNET to launch the vEdge Cloud instance in. Then
click OK.

Microsoft Azure «  Choose virtual network >

Edge Cloud .. B X

Infrastructure Settings

* Size
1x Standard D3 v2

* Storage Account
e settings N Configure required settings
dge settings

* Public IP address @

Configure required settings

* Domain name

[[vedge

* Virtual network
(new) newvedge

U m e

Subnets
Configure subnets

@ @ 0O e

Create virtual network

a X

westus2.cloudapp.azure.com

>

0>

azure@viptela.com (i
AZUREVIPTELA (DEFAULT DIRE-- Qi)

Q>

Create virtual network

R Search resources x

& O @
Choose virtual network 0 x o x
The address space '10.00.0/16'

overlaps with '10.0.0.0/16' in virtual
network 'vSmartTestvnet'.

These are the virtual networks in
the selected subscription and
location 'West US 2"

i ]

‘ + ‘ Create new

* Name

newvedge

* Address space

100.00/16
100,00 - 10.0.255.255 (65536 addresses)

o3 CustomVNET
vresource

.. newrgvedge
> newrgvedge

. vedgevnet
@2 frest-vedge

&> vGenericvNet
vresource

&> vGenericvNetRG2

vresource

.. viptelanet
< > vresource

& Vmanage test vnet
vmanage_test

Gody vSmartTestvnet

f. Ifyou selected an existing VNET, use the drop-down menu to choose available subnets within the

VNET. Then click OK.

You must have three subnets available within the VNET; otherwise, the vEdge Cloud router VM

instance will fail to launch. Also, ensure that route tables associated with your VM subnets have a
user-defined route (UDR) towards the service subnet of the vEdge Cloud router. The UDR ensures
that the VM subnets use the vEdge Cloud router as the gateway. See the example topology below.
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6.

Create vEdge Cloud router VM Instance on Azure .

0. Ifyou created a new VNET, define the address space within that VNET. Then click OK in the
Subnets pane.
Cisco SD-WAN prepopulates subnet names and assigns IP addresses per subnet from the VNET

address space you defined. If you plan to connect your VNET instances through the service subnet
associated to the vEdge Cloud router, you do not need to make updates to the route table.

X B _ P azure@viptela.com
Se x £9,
Infrastructure Settings > Subnets P Search resources Q> (OO 2ue e

Edge Cloud .. @ X Infrastructure Settings o x Subnets o x

* Management subnet name

* Size
>

v
1 Standard D3 v2 [managemen ¥
* Management subnet address prefix
* Storage Account
by . . > 10.00.0/24 v
S Configure required settings

* Transport subnet name

Public IP address ® N “ansport o

Configure required settings
* Transport subnet address prefix

* Domain name 10.0.1.0/24 v
vedge v
* Service subnet name
westus2.cloudapp.azure.com
senvice v
* Virtual network >
(new) newvedge * Service subnet address prefix
10020724 v

Subnets o >

Configure subnets

o [ o |

In the Summary pane, click OK. The Summary pane validates and displays the configuration you defined
for the vEdge Cloud router VM instance.
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azure@viptela.com
AZUREVIPTELA (DEFAULT DIRE.

Microso Summary L Search resources

Create Viptela vEdge Cloud ... Summary

@ vaiidation passed

1 Basics. v
Done
Basics
Subscription Pay-As-You-Go
2 Viptela vEdge settings v E:::;‘: group \';7:‘:953;
Done
Viptela VM Name vedge
Username azureuser
oy 5 password PTRHN
Viptela vEdge Cloud Router (3 ... Infrastructure Settings
Size Standard D3 v2
£ 3 Storage Account vedgestorage
4 Public IP address vedgepublicip
= Domain name vedge
Virtual network newvedge
8 Management subnet management
Management subnet address pr... 10.0.0.0/24
Transport subnet transport
L Transport subnet address prefix  10.0.1.0/24
Service subnet service
(o] Service subnet address prefix  10.0.2.0/24

Il oo io: template and parameters

7.  Click Buy to purchase. Then click Purchase in the Purchase pane.

Note Cisco SD-WAN offers only a Bring Your Own License (BYOL) for the vEdge Cloud router, so you are not
actually purchasing the Viptela product. You are charged hourly for the VNET instance.

azure@viptelacom ()
AZUREVIPTELA DEFAULT DIRE.. QD

Microsoft Azure «  Purchase P Search resources

o X Create Viptela vEdge Cloud ... O X Purchase

Viptela vEdge Cloud Router (3 NICs)
1 Basics v by Viptela
Done Terms of use | privacy policy

Deploying this template will esult in various actions being performed, which may include the
deployment of one of more Azure resources or Marketplace offerings and/or transmission of the
2 Viptela vEdge settings 7 information you provided as part of the deployment process to one or more parties, as specified in
Done the template. You are responsible for reviewing the text of the template to determine which actions
will be performed and which resources or offerings will be deployed, and for locating and reviewing
the pricing and legal terms associated with those resources or offerings.

3 Summary \/ Current retail prices for Azure resources are set forth here and may not reflect discounts applicable
Viptela vEdge Cloud Router (3 .. to your Azure subscription.

Prices for Marketplace offerings are set forth here, and the legal terms associated with any
Marketplace offering may be found in the Azure portal; both are subject to change at any time prior
)| todeployment.

/ Neither subscription credits nor monetary commitment funds may be used to purchase non-

Microsoft offerings. These purchases are billed separately. If any Microsoft products are included in a
Marketplace offering (e.g., Windows Server or SQL Server), such products are licensed by Microsoft
and not by any third party.

Template deployment is intended for advanced users only. If you are uncertain which actions wil
be performed by this template, which resources or offerings will be deployed, or what prices or legal
terms pertain to those resources or offerings, do not deploy this template.

Terms of use

8y clicking "Purchase,” | (a) agree to the legal terms and privacy statement(s) provided above as well
as the legal terms and privacy statement(s) associated with each Marketplace offering that will be
deployed using this template, if any; (b) authorize Microsoft to charge or bill my current payment
method for the fees associated with my use of the offering(s), including applicable taxes, with the
same billing frequency as my Azure subscription, until | discontinue use of the offerina(s); (c) aaree

The system creates the vEdge Cloud router VM instance and notifies you that the deployment has
succeeded.
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Microsoft Azure  viptelaviptela-vedge-cloud-previewvedge-3nics-20170623161643

viptela viptela-vedge-cloud-previewvedge-3nics-2017062316164.. 81 X

Notifications

Sl U ke (1
@ oevioying /@ Deployments succeeded a0 N\

N Sma——

Dismiss: Informational Completed Al

Summary m———
DEPLOYMENT DATE 6/23/2017, 41652 PM

STATUS Deploying

DURATION 5 seconds

RESOURCE GROUP. newvedge

RELATED Events

TEMPLATE LINK https/gallery.azure.com/artifact/20161101 viptelavip.

Outputs

NO DEPLOYMENT OUTPUTS

Inputs.
VMNAME vedge

wsize Standard D3 v2

LocATON westus

ARTIFACTSBASEURL itos:/galeyazure comyartfac/ 20151001 ipteasp.
ADMINUSERNAME vedge

ADMINPASSWORD

‘STORAGEACCOUNTNAME newvedge
STORAGEACCOUNTTYPE Standard L8S
STORAGEACCOUNTNEWOREX.. | new.

EXISTINGSTORAGEACCOUNTRG | newvedge

8.  Click the vEdge VM instance you just created.

) @ azure@viptelacom ()
D AaureweTEL epAutT DIRE

* X

4 add EECoumns [ Deete Q) Reresh > Move
= Essentols
*) Overview
Subscrpton name cnge Depioyments
B Acviylog Pay-As-You-Go 4 Succeeded
Sucscipton D
@ 48 Accesscontrl (M) Seca3238-Bade 49cc 8195-7e01a81d113d
- & T [[Fiter by name. Al types v | | Allocations v | Nogrouping v
Sitems
A e Locarion
* Quicstart
newedge Public P adcess WestUs
= O Resource costs
Pewedge Vitual network WestUs
= s Deployments
newwedge Storage account WestUs
P Poices
@ newvedgeszinduTidyckcNSG Network securty group WestUs
° propertes
A vedge Virual machine WestUs
- 8 s
® B vedge mamt nic Networkntertace WestUs
2 Avtomation script
© vedge routetable Routetable WestUs
[y MONTTORING B vedge service nic Network interface West Us
i Metrics
& W B vedoe transport nic Networkntetace WestUs
At nies
®
£ Disgnostis logs
L4 @ Applcation nsights
L] & Log amalyics (OMS)
t P Log search
L] SUPPORT + TROUBLESHOONG
' 4 New support request
-

httpsifportalszure comik

The system displays the public IP address and DNS name of the vEdge Cloud router VM instance.
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Azure newedge > newedge B Search resources Q> & C e L

[ revwvedge #* X

X Disocate =) Move [ Delete

=
Ovaniew
E]

B Acviylog "
= s Acess control (AM) hivusdd
L @ Tags

49cc895-7e015810113d
sermmes
* & Configuration
= Properes
T & s
. 3 Automaton scipt
[0 PR —
= New support request
L
u
L 4
L]
~
t
]
4
-

9.  SSH into the public IP address of the vEdge Cloud router VM instance.

ece Azureuser — ssh vedge@40.86.191.256 — 273x76
~ — ssh vedge@40.86.191.25 o

Last login: Tue Jun 20 14:13:50 on ttys@ee

Azureuser:

Azureuser:

Azureuser:

Azureuser:

Azureuser: ssh vedgetest@40.86.185.127

The authenticity of host '40.86.185.127 (40.86.185.127)' can't be established.

ECDSA key fingerprint is SHA256:Ns18NZVA+2RK7n2T79)y0709NIpS4nqo81YzGY2rDAS.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '40.86.185.127' (ECDSA) to the list of known hosts.

viptela 17.1.0

vedgetest@40.86.185.127"s password:

Welcome to Viptela CLT

vedgetest connected from 38.111.199.100 using ssh on vedgetest

vedgetest#

sk IDLE TIMEOUT ook

Connection to 40.86.185.127 closed.

Azureuser:

Azureuser:

Azureuser:

Azureuser:

Azureuser:

Azureuser: ssh vedge@40.86.191.25

The authenticity of host '40.86.191.25 (40.86.191.25)' can't be established.
ECDSA key fingerprint is SHA256:5A]7LCETEB/WGBVHSTNfXVFCOBSVPOA3/X17MiCRRZE.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '40.86.191.25' (ECDSA) to the list of known hosts.
viptela 17.1.0

vedge@40.86.191.25's password:

Welcome to Viptela CLI

vedge connected from 38.111.199.100 using ssh on vedge
vedge#

10. At the login prompt, log in with the username and password you created in Step 3. To view the vEdge
Cloud router default configuration, enter the following command:

vEdge# show running-config

When you create a vEdge Cloud router VM, the security group configuration shown below is applied
to the NIC associated with the public subnet. This security group does not restrict traffic from specific
sources, but it does restrict specific services. Custom services for TCP and UDP that need to be enabled
for Cisco SD-WAN control protocols are also automatically configured. You can change the security
group configuration to suit your requirements.
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« azurevedgerg

azurevedgeip3jaihcsxequo-NSG

. azurevedgeip3j6aihcsxeqxo-NSG

Create vEdge Cloud VM Instance on ESXi .

azure@viptela.com
AZUREVIPTELA (DEFAULT DIRE

T Sean > Move [l Delete
" . Securty nuies
© Overview 3 inbound, 1 outbound
L Assccated with
& Actiity log West US 2 0 subnets, 1 network interfaces
5 . Subscription (changel
sl Access control (IAM) Pay-As-You-Go
. cription IO
; @ Togs 9eca3238-84de-49cc-8195-7e01281d113d
% Giagrose and sobve problems Inbound security rules
Search inbound security rules
* sermings
PRIORITY NAME souace oesTInATION seanice AcTion
= Inbound security nuk
100 AllowssHinbound Any Any SSH (TCP/22
= Outbound ser
20 AlowTCPinbound Any Any Custom (TCP/22346-23146)
- B Network intert
300 AllowUDPInbound A Ary Custom (UDP/12346-13146)
Subnet
0]
- Properties Outbound security rules
- Search outbound security rles
8 Lok
. smoRiTY NamE souact oesTATION savict AcTion
B Automat v
) 400 AlowAllOutbound A Any stom (Any/Any)

vEdge Cloud Router Interface and Subnet Mapping

To create a vEdge Cloud router VM instance on Azure Marketplace, a minimum of three NICs are

required—one each for management, service, and transport. The table below shows the mapping of the vEdge
Cloud router interface with the subnet associated to these NICs.

* X

368392

vEdge Cloud Router Subnet Description
Interface
ethO Management In-band management
subnet
ge0/1 Service subnet Connects the vEdge Cloud router as a gateway device
2e0/0 Transport subnet | Transport/WAN link
What's Next

See Install Sgned Certificates on vEdge Cloud Routers.

Create vEdge Cloud VM Instance on ESXi

To start a software vEdge Cloud router, you must create a virtual machine (VM) instance for it. This article
describes how to create a VM instance on a server running the vSphere ESXi Hypervisor software. You can

also create the VM on Amazon AWS or on a server running the Kernel-based Virtual Machine (KVM)
Hypervisor software.

For server requirements, see Server Hardware Recommendations.

To create a vEdge Cloud VM instance on the ESXi hypervisor:

1. Launch the vSphere Client and create a vEdge Cloud VM instance.
2. Add a vNIC for the tunnel interface.

3. Start the vEdge Cloud VM instance and connect to the console.

Cisco SD-WAN Overlay Network Bring-Up Process .
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The details of each step are provided below.

If you are using the VMware vCenter Server to create the vEdge Cloud VM instance, follow the same procedure.
Note, however, that the vCenter Server screens look different than the vSphere Client screens shown in the
procedure.

Launch vSphere Client and Create a vEdge Cloud VM Instance

1.

Launch the VMware vSphere Client application, and enter the IP address or name of the EXSi server,
your username, and your password. Click Login to log in to the ESXi server.

The system displays the ESXi screen.
Click File> Deploy OVF Template to deploy the virtual machine.

In the Deploy OVF Template screen, enter the location to install and download the OVF package. This
package is the vedge.ova file that you downloaded from Cisco. Then click Next.

Click Next to verify OVF template details.

Enter a name for the deployed template and click Next. The figure below specifies a name for the vEdge
instance.

Click Next to accept the default format for the virtual disks.

Click Next to accept your destination network name as the destination network for the deployed OVF
template. In the figure below, CorpNet is the destination network.

In the Ready to Complete screen, click Finish.

The system has successfully created the VM instance with the parameters you just defined and displays
the vSphere Client screen with the Getting Started tab selected. By default, this includes four vNICs
which can be used for the management, tunnel, or service interface.

Add a New vNIC

1

©o o~ W D

In the left navigation bar of the vSphere Client, select the vEdge Cloud VM instance you just created, and
click Edit virtual machine settings.

In the vEdge Cloud — Virtual Machine Properties screen, click Add to add a new vNIC. Then click OK.
Click Ethernet Adapter for the type of device you wish to add. Then click Next.

In the Adapter Type drop-down, select VMXNET3 for the vNIC to add. Then click Next.

In the Ready to Complete screen, click Finish.

The vEdge Cloud — Virtual Machine Properties screen opens showing that the new vNIC is being added.
Click OK to return to the vSphere Client screen.

Modify the MTU for a vSwitch

To allow the interface to carry jumbo frames (packets with an MTU of 2000 bytes), configure the MTU for
each virtual switch (vSwitch):

1.

Launch the ESXi Hypervisor and select the Configuration tab.
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2. Inthe Hardware field, click Networking. The network adapters you added are displayed in the right
pane.

a. Click Properties for the vSwitch whose MTU you wish to modify.

3. In the vSwitch Properties screen, click Edit.

4. Inthe Advanced PropertiesM TU drop-down, change the vSwitch MTU to the desired value. The range
is 2000 to 9000. Then click OK.

Start the vEdge Cloud VM Instance and Connect to the Console

1. Inthe left navigation bar of the vSphere Client, select the vEdge Cloud VM instance you just created, and
click Power on the virtual machine. The vEdge Cloud virtual machine is powered on.

2. Select the Console tab to connect to the vEdge Cloud console.

3. At the login prompt, log in with the default username, which is admin, and the default password, which
is admin. To view the vEdge Cloud router default configuration, enter the following command:

vEdge# show running-config

Mapping vNICs to Interfaces

When you create a vEdge Cloud router VM instance on ESXi in the procedure in the previous section, you
create two VNICs: vNIC 1, which is used for the management interface, and vINIC 2, which is used as a tunnel
interface. From the perspective of the VM itself, these two vNICs map to the ethO and eth] interfaces,
respectively. From the perspective of the Cisco SD-WAN software for the vEdge Cloud router, these two
vNICs map to the mgmt0 interface in VPN 512 and the ge0/0 interface in VPN 0, respectively. You cannot
change these mappings.

You can configure up to five additional vNICs, numbered 3 through 7, on the VM host. You can map these
vNICs to interfaces eth2 through eth7 as desired, and to Cisco SD-WAN interfaces ge0/1 through ge0/7, as
desired.

The table below summarizes the mapping between vNICs, VM host interfaces, and vEdge Cloud interfaces.

Table 9:

vNIC Interface on VM Interface in vEdge Cloud Configuration
Host

vNIC 1 eth0 mgmt0 in VPN 512

vNIC 2 ethl £e0/0

vNIC 3 through | eth2 through eth7 | ge0/1 through ge0/7

7
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\}

Note The traffic destined to VRRP IP is not forwarded by ESXi, since VRRP MAC address is not learned by the
Virtual Software Switch of ESXi associated with the vEdge Ethernet interface. This is due to the limitation
of the VMWare ESXi, which does not allow multiple unicast MAC address configuration on vNIC. As a
workaround, place the vNIC in promiscuous mode and perform MAC filtering in the software. To let Cisco
vEdge software place interface in promiscuous mode, Virtual Software Switch port-group or switch
configuration must be changed to allow the same. Be aware that ESXi VSS forwards all packets to all virtual
machines that are connected to the port-group or switch. This can have an adverse performance impact on the
ESXi Host other virtual machines. This might also have an adverse effect on the vEdge packet processing
performance. Design your network carefully to avoid performance impact.

What's Next
See Install Signed Certificates on vEdge Cloud Routers.

Create vEdge Cloud VM Instance on KVM

To start a software vEdge Cloud router, you must create a virtual machine (VM) instance for it. This article
describes how to create a VM instance on a server running the Kernel-based Virtual Machine (KVM) Hypervisor

software. You can also create the VM on Amazon AWS or on a server running the vSphere ESXi Hypervisor
software.

For server requirements, see Server Hardware Recommendations.

Create vEdge Cloud VM Instance on the KVM Hypervisor
To create a vEdge Cloud VM instance on the KVM hypervisor:

1. Launch the Virtual Machine Manager (virt-manager) client application. The system displays the Virtual
Machine Manager screen.

[ oK ] [\] Virtual Machine Manager
File Edit View Help

s

INew: | Open Run Pause S

ame ¥ | CPU usage Host CPU usage
- localhost (QEMU)

368248

2. Click New to deploy the virtual machine. The system opens the Create a new virtual machine screen.
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3.

4.

Create vEdge Cloud VM Instance on KVM .

X/ Virtual Machine Manager
X New VM

m Create a new virtual machine

Ele Edit View Help

L om0 @

New | Open Run Pause Shutdown —

Name
- localhost (QEMU)

Enter your virtual machine details

¥ | CPU usage Host CPU usage

Name: |

Connection: localhost (QEMU/K\VM)

Choose how you would like to install the operating system
® Local install media (ISO image or CDROM)
O Network Install (HTTP, FTP, or NFS)
O Network Boot (PXE)
O Import existing disk image

& cancel | €aBack l E{,‘Ecrwardl

Enter the name of the virtual machine. The figure below specifies a name for the vEdge Cloud instance.

a. Select Import existing disk image.

b. Click Forward.

X/ Virtual Machine Manager
[%| New VM

File Edit View Help [ o]

m Create a new virtual machine

e | B (] @
= = ® .
New | Open Run Pause Shutdown el

Name
- localhost (QEMU)

Enter your virtual machine details

¥ | CPU usage Host CPU usage

Name: IvEdge-CIoud
Connection: localhost (QEMU/KVM)

Choose how you would like to install the operating system

O Local install media (IS© image or CDROM)
O Network Install (HTTP, FTP, or NFS)
O Network Boot (PXE)

& cancel | & Back | & Forward |

In Provide the existing storage path field, click Browse to find the vEdge Cloud softwar e image.

a. Inthe OSType field, select Linux.
b. Inthe Version field, select the Linux version you are running.

c. Click Forward.
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7.

X/ Virtual Machine Manager
®0 [X] New VM

File Edit View Help

e =m0 @ .

New | Open Run Pause Shutdown .

m Create a new virtual machine

Name
- localhost (QEMU) I

Provide the existing storage path:

| ¥ | CPU usage Host CPU usage
Browse...

Choose an operating system type and version -~ -~ - -~ -~ -

OS type: Generic [v
\ersion: Generic ‘ -
xgancel | < Back |

Specify Memory and CPU based on your network topology and the number of sites. Click Forward.

X Virtual Machine Manager

Ele Edit View Help [X] New VM

li_—J ’ I @ Create a new virtual machine

New | Open Run Pause Shutdown

Name
~ localhost (QEMU)

Choose Memory and CPU settings

| ¥ | CPU usage Host CPU usage

Memory (RAM): | 1024

Up to 32136 MB available on the host

CPUs: 2 i

Up to 8 available

x;;ancal | <= Back | E;'Eorwardl

Select Customize configuration beforeinstall. Then click Finish.

X | Virtual Machine Manager
[X| New VM

File Edit View Help

- ) @ ( te tual machine

¥
New e
BERE | Ready to begin installation of vEdge-Cloud
05: Ubuntu 14.04 LTS (Trusty Tahr)
Install: Import existing 0S image
Memory: 1024 MB
CPUs: 2

| v | CPU usage Host CPU usage

Storage: 0.1 GB /home/tester/Demojviptela-edge-genericxB6-64. qcow2

[¥] Customize configuration before install

~ Advanced options

Virtual network 'default’ : NAT [ v |

Set a fixed MAC address

52:54:00:b6:62:93

Vit ype: kvm v

Architecture: x86_64 v

Ermware: Default [v

xgance\l <= Back | & Finish |

Select Disk 1 in the left navigation bar. Then:
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a. Click Advanced Options.
b. In the Disk Busfield, select |IDE.
C. Inthe Storage Format field, select qcow?2.

d. Click Apply to create the VM instance with the parameters you just defined. By default, this includes
one VNIC. This vNIC is used for the management interface.

X Virtual Machine Manager

File Edit View Help | % New VM
. . 1@ X vEdge-Cloud Virtual Machine
New | Open Aun Pau <// Begin Installation x Cancel

Target device: Disk 1

— — Host CPU usage
B overview Virtual Disk

~ localhost (QEMU)
i} Processor
=

Memory Source path: /homejtester/Demojviptela-edge-genericx86-64.qcow2
3 Storage size: 147.75 MB
/55" Boot Options
oo Readonly: []
Disk 1
Q Shareable: []
85 nic beis2:03

| Input "Advanbced options .
B pisplay Ve Disk bus: M i
m Sound: default Serial number: ﬁ

&= Console Storage format: ’chwzih

A_Ej Video Default b Performance options
b 10 Tuning

) Tip: 'source' refers to information seen from the host 0s,
while 'target' refers to information seen from the guest 05

+A§d Hardware @= Remove | xgancel | r{fﬁpp\y

\}

Note Cisco SD-WAN software supports VMXNET3 and Virtio vNICs. It is recommended, however, that you use
the Virtio vNICs.

8.  Inthe vEdge Cloud Virtual Machine screen, click Add Har dwareto add a second vNIC for the tunnel
interface.

9.  Inthe Add New Virtual Hardware screen, click Network.

a. Inthe Host Device field, select an appropriate host device.

b. Click Finish.
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N Virtual Machine Manager

File Edit View Help | x| New VM |
[ & - % vEdge-Cloud Virtual Machine
) |— i /) Bedl O %| Add New Virtual Hardware

New | Open Run Pause S
Storage

Name ‘i g m
= Ov ESEVEs

Pri Input Please indicate how you'd like to connect your
new virtual network device to the host networl.

Graphics
Sound Hostdevice:  virtual network 'default : NAT v|
P ie |=4 Serial
Di MAC address: 52:54.00:95:24:0d
EE! Iﬂ =4 Parallel
=

g =i Channel Device model: Hypenvisor default |+

USB Host Device

Di
PClI Host Device
So
- Video
Vid EF Watchdog
Filesystem
Smartcard

L@‘ USB Redirection

%Qancel| ] Finish |
AR A EEEEEEEEEI———,

= Add Hardware | == Remove | B canc

S
\%.'Ir
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The newly created vNIC is listed in the left pane. This vNIC is used for the tunnel interface.

10. Create an ISO file to include a cloud-init configuration for the vEdge Cloud router.

tester@testbed46:/tmp/demo$ more meta-data
instance-id: Demo
local-hostname: vm4
tester@testbed46:/tmp/demo$ more user-data
#cloud-config
vinitparam:
- otp : f862ddf@d59f4ab9248da70951388767
- vbond : 172.22.1.2
- uuid : 7b271b64-8c48-453e-a690-ec190cc7dSef
- org : vIPtela System TB
tester@testbed46:/tmp/demo$
tester@testbed46:/tmp/demo$ genisoimage -o config.iso -V cidata -r -] meta-data user-data
I: -input-charset not specified, using utf-8 (detected in locale settings)
Total translation table size: @
Total rockridge attributes bytes: 331
Total directory bytes: @
Path table size(bytes): 10
Max brk space used @
183 extents written (@ MB)
tester@testbed46:/tmp/demo$

368411

11. In the Virtual Machine Manager screen, click Add Hardware to attach the ISO file you created.
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12. In the Add New Virtual Hardware screen:
a. Click Select managed or other existing storage.
b. Click Browse and select the ISO file you created.
C. In the Device type field, select IDE CDROM.
d. Click Finish.

Cisco SD-WAN Overlay Network Bring-Up Process .

\| Virtual Machine Manager
file Edit View Help | N\ New VM ]
] \ vEdge-cloud-Demo Virtual Machine
=~ = @ .
FE il i / Begin Installation $f Cancel
Name " ¥ | CPU usage Host CPU usage
- Overview Virtual Disk
= localhost (QEMU)
{J Processor Target device: Disk 1
o Toused @8 Memory Source path: 17.1_viptela-edg -64.qcow2
o Boat Options Storage size: 407.06 MB
vm13 )
___u Running - Rgadonly: (]
Shareable: [J
I_l :-:mw B NiC «cf:de:76
put ~ Advanced gptions.
= - ) Diskbys: IE v
= Aunning B Oisplay e
Serial 1
(> T B sound: default S
- Console Storage format: |qcow2 A
L2 [ B \ideo Defaut el opcs oricns
— : * 10 Tuning
ot ) () Tip: 'source" refers to information seen from the host 0S,
while 'target refers to information seen from the guest 0S
X
o Add Hardware _semwe| ¥ cancel | < apply
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file Edit View Help

L =

New

vEdge-cloud 0 Virtual Machine

N Add New Virtual Hardware

Name

= localhost (QEMUI

o

Paused

wm13
Running

vma
Running

vms
Running

vme
Running

vm?
Running

vme
Running

O

segi] ® |
[ on a Storage - lcvu usage [Host CPU usage
= O s nNetwork
(Jra @ input Please indicate how you would like to assign space
e bt on the host system for your virtual storage device.
&= Mel EM Graphics
Sot ’, sound O Create a disk image on the computer's hard drive
D : s 8.0[:| g8
d 363.4 Gb available in the default location
S NI
= [Z) Alocate entire disk now )
npy
™ U @® Select managed or other existing storage
_JL |
o D( Browse [“mr'un'lv-,lvh‘( onfig.is0
f sol
AL
= Cof B watchdog Device type IDE COROM -
- vd
@8 Filesystem Cache mode:  defaul .
2 Smartcard
- Storage format -
@) USS Redwrection
Hcancel | Einish |
&
.{'. Add Hardware == Remove

13. To allow the interface to carry jumbo frames (packets with an MTU of 2000 bytes), configure the MTU
for each virtual network (vnet) and virtual bridge NIC-containing VNET (virbr-nic) interface to a value
in the range of 2000 to 9000:

a. From the VM shell, issue the following command to determine the MTU on the vnet and virbr-nic

interfaces:

user@vm:~$ ifconfig -a
virbrl-nic Link encap:Ethernet HWaddr 52:54:00:14:4e:6f

vnet0

BROADCAST MULTICAST MTU:1500 Metric

RX packets:0 errors:0 dropped:0 ovreruns:0 frame:0
TX packets:0 errors:0 dropped:0 ovreruns:0 carrier:0
collisions:0 txqueuelen:500

RX bytes:0 (0.0 B) TX bytes:0 (0.0B)

Link encap:Ethernet HWaddr fe:50:56:00:10:1e

inet6 addr: fe80::fc50:56ff:fe00:11e/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:167850 errors:0 dropped:0 overruns:0 frame:0
TX packets:663186 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:500
RX bytes:19257426 (19.2 MB)

TX bytes:42008544 (42.0 MB)

b. Change the MTU of each vnet:

user@vm:~$ sudo ifconfig wvnet number mtu 2000

C. Change the MTU of each virbr-nic:

user@vm:~$ sudo ifconfig virbr-nic number mtu 2000

d. Verify the MTU value:

user@vm:~$ ifconfig -a

. Cisco SD-WAN Overlay Network Bring-Up Process
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14. In the vEdge Cloud Virtual Machine screen, click Begin Installation in the top upper-left corner of the

15.

16. Atthe login prompt, log in with the default username, which is admin, and the default password, which

screen.

flle Edit View Help

\ vEdge-cloud-Demo Virtual Machine

§= Add Hardware Bemove

- )
Name (o v | CPU usage | Host cPU usage
(<] : ‘
Ihost (QEM Virtual Disk
o v
=" Pause B Mermon .
vm13 Boot Option 53,
Q Shareatle:
vma 5
—  Runai E CDROM 1
v Advanced gptions
5 o
o Disk bys: IDE v
npU
™ - o
Run
i
vm? o
= Rur
vm8 [a2)
= Au

The system creates the virtual machine instance and displays the vEdge Cloud console.

\, Virtual Machine Manager
[ ] X\ vEdge-Cloud Virtual Machine
File Virtual Machine View Send Key
N = o @ .| O
—| Console  Details Rur Pause  Shut Down Fullscreen
N ¥ | CPU usage Host CPU usage

acpiphp_ibm: ibm_acpiphp_init: acpi_walk_namespace failed
Booting ...

Checking sdev/hdal. ..

dosfsck 2.11, 12 Mar 2005, FAT3Z, LFN
sdevshdal: 14 files, 2300,35056 clusters
Mounting -sdev/hdal at /boot

Mounting /boot/16.1-38/rootfs.img at /rootfs.ro
Starting version 16.1-38...

Checking sdev/hda2. .

sdevshdaz: clean, 11,2097152 files, 168591,2097152 blocks
Mounting -sdev/hda2 at /rootfs.rw

Mounting aufs at /rootfs

Mounting pseudo filesystems...

Setting up hotplug

Mounting filesys

Setting h name. ..

Configuri kernel parameters

Conf iguring network interfac

Setting up syslogd se

Setting up klogd service..

Starting services...

viptela 16.1-38

vedge login:

is admin. To view the vEdge Cloud router default configuration, enter the following command:
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vEdge# show running-config

Note that the Cisco SD-WAN software supports VMXNET3 and Virtio vNICs. It is recommended, however,
that you use the Virtio vNICs.

Mapping vNICs to Interfaces

When you create a vEdge Cloud router VM instance on KVM in the procedure in the previous section, you
create two VNICs: vNIC 1, which is used for the management interface, and vINIC 2, which is used as a tunnel
interface. From the perspective of the VM itself, these two vNICs map to the ethO and eth1 interfaces,
respectively. From the perspective of the Cisco SD-WAN software for the vEdge Cloud router, these two
vNICs map to the mgmt0 interface in VPN 512 and the ge0/0 interface in VPN 0, respectively. You cannot
change these mappings.

You can configure up to five additional vNICs, numbered 3 through 7, on the VM host. You can map these
vNICs to interfaces eth2 through eth7 as desired, and to Cisco SD-WAN interfaces ge0/1 through ge0/7, as
desired.

The table below summarizes the mapping between vNICs, VM host interfaces, and vEdge Cloud interfaces.

Table 10
vNIC Interface on VM Interface in vEdge Cloud Configuration
Host
vNIC 1 eth0 mgmt0 in VPN 512
vNIC 2 ethl 2e0/0
vNIC 3 through | eth2 through eth7 | ge0/1 through ge0/7
7
What's Next

See Install Sgned Certificates on Edge Cloud Routers.

Configure Certificate Authorization Settings for WAN Edge Routers

Certificates are used to authenticate routers in the overlay network. Once authentication is complete, the
routers can establish secure sessions with other devices in the overlay network.

By default, the WAN Edge Cloud Certificate Authorization is automated. This is the recommended setting.
If you use third-party certificate authorization, configure certificate authorization to be manual:

1. In Cisco vManage, navigate to Administration > Settings.

2. Click Edit to the right of the Hardware WAN Edge Certificate Authorization bar.

3. In the Security field, select Enterprise Certificate (signed by Enterprise CA).

4. Click Save.
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Install Signed Certificates on vEdge Cloud Routers

When a vEdge Cloud router virtual machine (VM) instance starts, it has a factory-default configuration, which
allows the router to boot. However, the router is unable to join the overlay network. For the router to be able
to join the overlay network, you must install a signed certificate on the router. The signed certificates are
generated based on the router's serial number, and they are used to authorize the router to participate in the
overlay network.

In Releases 17.1 and later, the vManage NMS can act as a Certificate Authority (CA), and in this role it can
automatically generate and install signed certificates on vEdge Cloud routers. You can also use another CA
and then install the signed certificate manually. In Releases 16.3 and earlier, you manually install signed
Symantec certificates on vEdge Cloud routers.

To install signed certificates:

1. Retrieve the vEdge authorized serial number file. This file contains the serial numbers of all the vEdge
routers that are allowed to join the overlay network.

2. Upload the vEdge authorized serial number file to vManage NMS.

3. [Install a signed certificate on each vEdge Cloud router.

Retrieve vEdge Authorized Serial Number File
1. Go to http://viptela.com/support/ and log in.
2. Click Downloads.

3. Click My Serial Number Files. The screen displays the serial number files. For Releases 17.1 and later,
the filename extension is .viptela. For Releases 16.3 and earlier, the filename extension is .txt.

4. Click the most recent serial number file to download it.

Upload vEdge Authorized Serial Number File
1. In vManage NMS, select the Configuration » Devices screen.
2. Inthe vEdge List tab, click Upload vEdge List.
3. In the Upload vEdge window:
a. Click Choose File, and select the vEdge authorized serial number file you downloaded from Cisco.

b. To automatically validate the vEdge routers and send their serial numbers to the controllers, click and
select the checkbox Validate the Uploaded vEdge List and Send to Controllers. If you do not select
this option, you must individually validate each router in the Configuration » Certificates » vEdge
List screen.

4. Click Upload.
During the process of uploading the vEdge authorized serial number file, the vManage NMS generates a token

for each vEdge Cloud router listed in the file. This token is used as a one-time password for the router. The
vManage NMS sends the token to the vBond orchestrator and the vSmart controller.
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After the vEdge authorized serial number file has been uploaded, a list of vEdge routers in the network is
displayed in the vEdge Routers Table in the Configuration » Devices screen, with details about each router,
including the router's chassis number and its token.

Install Signed Certificates in Releases 17.1 and Later

In Releases 17.1 and later, to install a signed certificates on a vEdge Cloud router, you first generate and
download a bootstrap configuration file for the router. This file contains all the information necessary to allow
the vManage NMS to generate a signed certificate for the vEdge Cloud router. You then copy the contents of
this file into the configuration for the router's VM instance. For this method to work, the router and the vManage
NMS must both be running Release 17.1 or later. Finally, you download the signed certificate to the router.
You can configure the vManage NMS to do this automatically or manually.

The bootstrap configuration file contains the following information:

» UUID, which is used as the router's chassis number.

* Token, which is a randomly generated one-time password that the router uses to authenticate itself with
the vBond orchestrator and the vManage NMS.

* IP address or DNS name of the vBond orchestrator.
* Organization name.

* If you have already created a device configuration template and attached it to the vEdge Cloud router,
the bootstrap configuration file contains this configuration. For information about creating and attaching
a configuration template, see Create Configuration Templates for a vEdge Router .

You can generate a bootstrap configuration file that contains information for an individual router or for multiple
routers.

In Releases 17.1 and later, you can also have Symantec generate signed certificates that you install manually
on each router, as described later in this article, but this method is not recommended.

Configure the vBond Orchestrator and Organization Name

Before you can generate a bootstrap configuration file, you must configure the vBond orchestrator DNS name
or address and your organization name:

In vManage NMS, select the Administration P> Settings screen.
In the vBond bar, click Edit.
In the vBond DNS/IP Address: Port field, enter the DNS name or IP address of the vBond orchestrator.

1
2
3
4. Click Save.
5. In the Organization Name bar, click Edit.
6

In the Organization Name field, enter the name of your organization. This name must be identical to that
configured on the vBond orchestrator.

~

In the Confirm Organization name field, re-enter and confirm the organization name.

8. Click Save.
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Configure Automatic or Manual vEdge Cloud Authorization

Signed certificates must be installed on each vEdge cloud router so that the router is authorized to participate
in the overlay network. You can use the vManage NMS as the CA to generate and install the signed certificate,
or you can use an enterprise CA to install the signed certificate.

It is recommended that you use the vManage NMS as a CA. In this role, the vManage NMS automatically
generates and installs a signed certificate on the vEdge Cloud router. Having the vManage NMS act as a CA
is the default setting. You can view this setting in the vManage Administration P Settings screen, in the
vEdge Cloud Certificate Authorization bar.

To use an enterprise CA for generating signed certificates for vEdge Cloud routers:
1. InvManage NMS, select the Administration P> Settings screen.
2. In the vEdge Cloud Certificate Authorization bar, select Manual.

3. Click Save.

Generate a Bootstrap Configuration File

To generate a bootstrap configuration file for a vEdge Cloud router:

1. InvManage NMS, select the Configuration P Devices screen.

2. To generate a bootstrap configuration file for one or multiple vEdge Cloud routers:
a. Inthe vEdge List tab, select Export Bootstrap Configuration.
b. Inthe Generate Bootstrap Configuration field, select the file format:

* For a vEdge Cloud router on a KVM hypervisor or on an AWS server, select Cloud-Init to
generate a token, vBond orchestrator IP address, vEdge Cloud router UUID, and organization
name.

* For a vEdge Cloud router on a VMware hypervisor, select Encoded String to generate an encoded
string.
c. Inthe Available Devices window, select one or more routers.
d. Click Generate Configuration. The bootstrap configuration is downloaded in a .zip file, which contains

one .cfg file for each router.

3. To generate a bootstrap configuration file individually for each vEdge Cloud router:
a. Inthe vEdge List tab, select the desired vEdge Cloud router.
b. Click the More Actions icon to the right of the row, and select Generate Bootstrap Configuration.
C. Inthe Generate Bootstrap Configuration window, select the file format:

* For a vEdge Cloud router on a KVM hypervisor or on an AWS server, select Cloud-Init to
generate a token, vBond orchestrator IP address, vEdge Cloud router UUID, and organization
name.

* For a vEdge Cloud router on a VMware hypervisor, select Encoded String to generate an encoded
string.
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d. Click Download to download the bootstrap configuration. The bootstrap configuration is downloaded
in a .cfg file.

Then use the contents of the bootstrap configuration file to configure the vEdge Cloud router instance in
AWS, ESXi, or KVM. For example, to configure a router instance in AWS, paste the text of the Cloud-Init
configuration into the User data field:

(1] Services v  Resource Groups v % [0 ADFS-Eng/krmanoj@viptela.co.. v Oregon~  Support v

1.Choose AMI  2.Choose Instance Type 3. Configure Instance ~ 4.Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 3: Configure Instance Details

~ Network interfaces ‘!

Device Network Interface Subnet Primary IP Secondary IP addresses 1Pv6 IPs
eth0 New network interface [ 4389 Add IP
ethl New network interface  [J  subnet-d3tad78a ( [ Add IP Add IP Q

©  We can no longer assign a public IP address to your instance
The auto-assign public IP address feature for this instance is disabled because you specified multiple network interfaces. Public IPs can only be assigned to
instances with one network interface. To re-enable the auto-assign public IP address feature, please specify only the ethO network interface.

¥ Advanced Details

Userdata (i © Astext
As file
Input is already base64 encoded

vinitparam I

- otp : f862ddf0d59f4ab9248da70951388767
-vbond : 172.22.1.2

- uuid : 7b271b64-8¢48-453e-a690-ec190cc7dSef
- org : viPtela System TB|

Cancel  Previous Review and Launch Next: Add Storage

368377

By default, the ge0/0 interface is the router's tunnel interface, and it is configured as a DHCP client. To use
a different interface or to use a static IP address, and if you did not attach a device configuration template to
the router, change the vEdge Cloud router's configuration from the CLI. See Configuring Network Interfaces.

Install the Certificate on the vEdge Cloud Router

If you are using automated vEdge Cloud certificate authorization, which is the default, after you configure
the vEdge Cloud router instance, vManage NMS automatically installs a certificate on the router and the
router's token changes to its serial number. You can display the router's serial number in the Configuration
» Devices screen. After the router's control connections to the vManage NMS come up, any templates attached
to the router are automatically pushed to the router.

If you are using manual vEdge Cloud certificate authorization, after you configure the vEdge Cloud router
instance, follow this procedure to install a certificate on the router:

1. Install the enterprise root certificate chain on the router:
vEdge# request root-cert-chain install filename [vpn vpn-id]
Then, the vManage NMS generates a CSR.

2. Download the CSR:
a. in vManage NMS, select the Configuration P> Certificates screen.

b. Select the vEdge Cloud router for which to sign a certificate.
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Install Signed Certificates on vEdge Cloud Routers .

c. Click the More Actions icon to the right of the row and select View CSR.

d. To download the CSR, click Download.

Send the certificate to a third-party signing authority, to have them sign it.

Import the certificate into the device:

a. Inthe Configuration P Certificates screen, click the Controllers tab.
b. Click the Install Certificate button located in the upper-right corner of the screen.

c. In the Install Certificate screen, paste the certificate into the Certificate Text field, or click Select a
File to upload the certificate in a file.

d. Click Install.

Issue the following REST API call, specifying the IP address of your vManage NMS:

https://vmanage-ip-address/dataservice/system/device/sync/rootcertchain

Create the vEdge Cloud Router Bootstrap Configuration from the CLI

It is recommended that you generate the vEdge Cloud router's bootstrap configuration using the vManage
NMS If, for some reason, you do not want to do this, you can create the bootstrap configuration using the
CLI. With this process, you must still, however, use the vManage NMS. You collect some of this information
for the bootstrap configuration from the vManage NMS, and after you have created the bootstrap configuration,
you use the vManage NMS to install the signed certificate on the router.

Installing signed certificates by creating a bootstrap configuration from the CLI is a three-step process:

1.

Edit the router's configuration file to add the DNS name or IP address of the vBond orchestrator and your
organization name.

Send the router's chassis and token numbers to the vManage NMS.

Have the vManage NMS authenticate the vEdge Cloud router and install the signed certificate on the
router.

To edit the vEdge Cloud router's configuration file from the CLI:

1

Open a CLI session to the vEdge Cloud router via SSH. To do this in vManage NMS, select the Tools P
SSH Terminal screen, and select the desired router.

Log in as the user admin, using the default password, admin. The CLI prompt is displayed.

Enter configuration mode:

vEdge# config
vEdge (config) #

Configure the IP address of the vBond orchestrator or a DNS name that points to the vBond orchestrator.
The vBond orchestrator's IP address must be a public IP address:

vEdge (config) # system vbond (dns-name | ip-address)

Configure the organization name:

vEdge (config-system) # organization-name name
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6. Commit the configuration:

vEdge (config) # commit and-quit
vEdge#

To send the vEdge Cloud router's chassis and token numbers to the vManage NMS:
1. Locate the vEdge Cloud router's token and chassis number:

a. InvManage NMS, select the Configuration P Devices screen.

b. Inthe vEdge List tab, locate the vEdge Cloud router.

C. Make anote of the values in the vEdge Cloud router's Serial No./Token and Chassis Number columns.

2. Send the router's bootstrap configuration information to the vManage NMS:

vEdge# request vedge-cloud activate chassis-number chassis-number token token-number
Issue the show control local-propertiescommand on the router to verify the vBond IP address, the organization
name the chassis number, and the token. You can also verify whether the certificate is valid.

Finally, have the vManage NMS authenticate the vEdge Cloud router and install the signed certificate on the
router.

If you are using automated vEdge Cloud certificate authorization, which is the default, the vManage NMS
uses the chassis and token numbers to authenticate the router. Then, the vManage NMS automatically installs
a certificate on the router and the router's token changes to a serial number. You can display the router's serial
number in the Configuration » Devices screen. After the router's control connections to the vManage NMS
come up, any templates attached to the router are automatically pushed to the router.

If you are using manual vEdge Cloud certificate authorization, after you configure the vEdge Cloud router
instance, follow this procedure to install a certificate on the router:

1. Install the enterprise root certificate chain on the router:

vEdge# request root-cert-chain install filename [vpn vpn-id]

After you install the root chain certificate on the router, and after the vManage NMS receives the chassis
and token numbers, the vManage NMS generates a CSR.

2. Download the CSR:
a. in vManage NMS, select the Configuration P Certificates screen.
b. Select the vEdge Cloud router for which to sign a certificate.
C. Click the More Actions icon to the right of the row and select View CSR.

d. To download the CSR, click Download.

3. Send the certificate to a third-party signing authority, to have them sign it.
4. Import the certificate into the device:

a. Inthe Configuration P> Certificates screen, click the Controllers tab.
b. Click the Install Certificate button located in the upper-right corner of the screen.

c. In the Install Certificate screen, paste the certificate into the Certificate Text field, or click Select a
File to upload the certificate in a file.

. Cisco SD-WAN Overlay Network Bring-Up Process



| Cisco SD-WAN Overlay Network Bring-Up Process
Install Signed Certificates on vEdge Cloud Routers .

d. Click Install.

5. Issue the following REST API call, specifying the IP address of your vManage NMS:
https://vmanage-ip-address/dataser vice/system/device/sync/rootcertchain

Install Signed Certificates in Releases 16.3 and Earlier

For vEdge Cloud router virtual machine (VM) instances running Releases 16.3 and earlier, when the vEdge
Cloud router VM starts, it has a factory-default configuration, but is unable to join the overlay network because
no signed certificate is installed. You must install a signed Symantec certificate on the vEdge Cloud router
so that it can participate in the overlay network.

To generate a certificate signing request (CSR) and install the signed certificate on the vEdge Cloud router:

1. Log in to the vEdge Cloud router as the user admin, using the default password, admin. If the vEdge
Cloud router is provided through AWS, use your AWS key pair to log in. The CLI prompt is displayed.

2. Generate a CSR for the vEdge Cloud router:
vEdge# request csr upload path

path is the full path and filename where you want to upload the CSR. The path can be in a directory on
the local device or on a remote device reachable through FTP, HTTP, SCP, or TFTP. If you are using
SCP, you are prompted for the directory name and filename; no file path name is provided. When prompted,
enter and then confirm your organization name. For example:

vEdge# request csr upload home/admin/vm9.csr
Uploading CSR via VPN 0

Enter organization name : Cisco
Re-enter organization name : Cisco
Generating CSR for this vEdge device
........ [DONE]

Copying ... /home/admin/vm9.csr via VPN 0

CSR upload successful
3. Log in to the Symantec Certificate Enrollment portal:
https/certmanager<whbr>webseauritysymantec.com<whr>meelpenmollindex?jur. hash<whr>#422d70ebS08a24e32ea7deAf 7843 7<wbr>8

Viptela Inc - SSL Certificate Portal

\/(Symantec;w Managed PKI for SSL Subscriber  Engisn \" Vl pte | a

Services

Enroll Select Certificate Type: Standard Intranet SSL Go

Renew Renew a current certificate to ensure uninterrupted service. You can renew a
certificate as far in advance as 90 days prior to expiration.

Replace Replace a valid certificate in case of incorrect information, loss or destruction of the
private key, or other malfunction.

Revoke Revoke a valid certificate in case of compromise or other security issue.

Search Find a certificate by the technical contact's email address or the certificate's
common name

368889
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4.

In the Select Certificate Type drop-down, select Standard Intranet SSL and click Go. The Certificate
Enrollment screen is displayed. Cisco SD-WAN uses the information you provide on this form to confirm
the identity of the certificate requestor and to approve your certificate request. To complete the Certificate
Enrollment form:

a. Inthe Your Contact Information section, specify the First Name, Last Name, and Email Address of
the requestor.

b. 1Inthe Server Platform and Certificate Signing section, select Apache from the Select Server Platform
drop-down. In the Enter Certificate Signing Request (CSR) box, upload the generated CSR file, or
copy and paste the contents of the CSR file. (For details about how to do this, log in to
support.viptela.com. Click Certificate, and read the Symantec certificate instructions.)

c. In the Certificate Options section, enter the validity period for the certificate.

d. In the Challenge Phrase section, enter and then re-enter a challenge phrase. You use the challenge
phrase to renew, and, if necessary, to revoke a certificate on the Symantec Customer Portal. It is
recommended that you specify a different challenge phrase for each CSR.

€. Accept the Subscriber Agreement. The system generates a confirmation message and sends an email
to the requestor confirming the certificate request. It also sends an email to the Cisco to approve the
CSR.

After Cisco approves the CSR, Symantec sends the signed certificate to the requestor. The signed certificate
is also available through the Symantec Enrollment portal.

Install the certificate on the vEdge Cloud router:
vEdge# request certificate install filename [vpn vpn-id]

The file can be in your home directory on the local device, or it can be on a remote device reachable
through FTP, HTTP, SCP, or TFTP. If you are using SCP, you are prompted for the directory name and
filename; no file path name is provided.

Verify that the certificate is installed and valid:

vEdge# show certificate validity

After you have installed the certificate on the vEdge Cloud router, the vBond orchestator is able to validate
and authenticate the router, and the router is able to join the overlay network.

What's Next
See Send VEdge Serial Numbersto the Controller Devices.

Send Router Serial Numbers to the Controller Devices

Table 11: Feature History

Feature Name Release Information Description

Device Onboarding Enhancement | Cisco IOS XE Release 17.3.1a This feature provides an

enhancement to onboard your
device to Cisco vManage by
directly uploading a .csv file.

Cisco vManage Release 20.3.1
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Only authorized routers can join the overlay network. The controller devices Cisco vManage, Cisco vSmart
Controllers and Cisco vBond Orchestrators learn which routers are authorized to join the overlay network
from the router-authorized serial number file. This is a file that you receive from Cisco. The router authorized
serial number file lists the serial numbers and corresponding chassis numbers for all authorized routers. Upload
the file to one of the Cisco vManage in your network, and it then distributes the file to the controllers.

When you upload the router serial number file, you can place the routers in one of these states:

* Invalid: When you power on the routers, they are not authorized to join the overlay network.

* Staging: When you power on the routers, they are validated and authorized to join the overlay network,
and can establish connections only to the control plane. Over the control plane, the routers receive their
configuration from Cisco vManage. However, the routers are unable to establish data plane connections,
so they cannot communicate with other routers in the network. The Staging state is useful when you are
preparing routers at one location and then sending them to different sites for installation. Once the routers
reach their final destination, you change their state from Staging to Valid, to allow the routers to establish
data plane connections and to fully join the overlay network.

* Valid: When you power on the routers, they are validated and authorized to join the overlay network,
and they are able to establish both control plane and data plane connections in the network. Over the
control plane, the routers receive their configuration from Cisco vManage. Over the data plane, they are
able to communicate with other routers. The Valid state is useful when the routers are being installed at
their final destination.

How to Upload a Router Authorized Serial Number File

The following sections describe how to upload the router authorized serial number file to Cisco vManage and
distribute the file to all the overlay network controllers.

Enabling PnP Connect Sync (Optional)

To sync the uploaded device to your Smart Account or Virtual Account and for your device to reflect on the
PnP (Plug and Play) Connect portal, when an unsigned .csv file is uploaded through Cisco vManage, enable
the PnP Connect Sync.

Ensure you have an active connection to the PnP (Plug and Play) Connect portal and an active Smart Account
and Virtual Account. You have to also use a CCO ID that is associated as the Smart Account or Virtual
Account admin of the account, on PnP Connect portal.

PnP Connect Sync is only applicable to .csv file upload. It does not affect the .viptela file (which is downloaded
from the PnP Connect portal) upload process.

Note

You will be allowed to enable PnP Connect Sync only once you enter the Smart Account credentials.

To enable the PnP Connect Sync:

1. Choose Administration > Settings screen.
2. Goto Smart Account Credentials and click Edit.

3. Enter Username and Password and click Save.
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4.
5.
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Go to PnP Connect Sync and click Edit.
Click Enabled and click Save.

Place Routers in Valid State

Perform the following task to place the routers in the Valid state so that they can establish control and data
plane connections and can receive their configurations from the Cisco vManage:

1

2
3.
4

\}

In Cisco vManage, select the Configuration > Devices screen.
From the Devicestitle bar, choose WAN Edge List tab.

Click Upload WAN EdgeList.

You can upload WAN Edge devices in the following two ways:

* Upload a signed file (.viptela file). You can download this .viptela file from the Plug and Play Connect
portal.

» Starting from Cisco vManage Release 20.3.1, you can upload an unsigned file (.csv file). This
enhancement is only applicable when you add hardware platforms on-demand onto Cisco vManage.
To upload the .csv file this:

a. Click Sample CSV. An excel file will be downloaded.
b. Open the downloaded .csv file. Enter the following parameters:
* Chassis number
* Product ID (mandatory for Cisco vEdge devices, blank value for all other devices)
» Serial number
» SUDI serial
Either the Serial number or SUDI number is mandatory for Cisco IOS XE SD-WAN devices,

along with chassis number. Cisco ASR1002-X is an exception and does not need Serial or SUDI
numbers, it can be onboarded with only the chassis number on the .csv file.

c. To view your device details in Cisco vManage, go to Tools > SSH Terminal. Choose your
device and use one of the following command-

show certificate serial (for vEdge devices)

show sdwan certificate serial (for Cisco IOS XE SD-WAN devices)

d. Enter the specific device details in the downloaded .csv file.

To upload the .viptela or .csv file on Cisco vManage click Choose file and upload the file that contains
the product ID, serial number and chassis number of your device.

Note If you have enabled PnP Sync Connect, the .csv file can contain upto 25 devices. If you have more than 25
devices, you can split them and upload multiple files.

6.

Check the check box next to Validate the uploaded vEdge List and send to contrallers.
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Click Upload.

You should now see your device listed in the table of devices.

If you have enabled the PnP Sync Connect previously, your device will also reflect on the PnP Portal.

A list of routers in the network is displayed, showing detailed information about each router. To verify that
the routers are in the Valid state, select Configuration > Certificates.

Place Routers in Invalid State

To upload the authorized serial number file to the Cisco vManage, but place the routers in Invalid state so
that they cannot establish control plane or data plane connections and cannot receive their configurations from
Cisco vManage:

1

2
3
4,
5

Choose Configuration > Devices screen.

From the Devicestitle bar, choose WAN Edge List tab.

Click Upload WAN EdgeList.

In the Upload WAN Edge List dialog box, choose the file to upload.

To upload the router serial number file to Cisco vManage, click Upload.

A list of routers in the network is displayed, showing detailed information about each router. To verify that
the routers are in the Invalid state, choose Configuration > Certificates.

Place Routers in Staging State

To move the routers from the Invalid state to the Staging state and then send the serial number file to the
controllers, follow the steps below. In the Staging state, the routers can establish control plane connections,
over which they receive their configurations from Cisco vManage. However, the routers cannot establish data
plane connections.

1.

2
3
4,
5

Choose Configuration > Certificates.

From the Certificatestitle bar, choose WAN Edge List tab.
In the Validate column, click Staging for each router.
Click Send to Controller.

When you are ready to have the router join the data plane in the overlay network, in the Validate column,
click Valid for each router, and then click Send to Controller. Placing the routers in the Valid state allows
them to establish data plane connections and to communicate with other routers in the overlay network.

Configure the vEdge Routers

Once you have set up and started the virtual machines (VMs) for the vEdge Cloud routers and set up and
started the hardware vEdge routers in your overlay network, they come up with a factory-default configuration.
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Note

Log IntoaDevicefor the First Time: When you first deploy a Cisco SD-WAN overlay network, log in to
the Cisco vBond Orchestrator, Cisco vManage, and Cisco vSmart Controller to manually create the device's
initial configuration. Routers are shipped with a factory default configuration. If you choose to modify this
configuration manually, log in through the router's console port.

For the overlay network to be operational and for the vEdge routers to be able to participate in the overlay
network, you must do the following:

* Configure a tunnel interface on at least one interface in VPN 0. This interface must be connected to a
WAN transport network that is accessible to all Cisco vEdge devices. VPN 0 carries all control plane
traffic between the Cisco vEdge devices in the overlay network.

* Ensure that the Overlay Management Protocol (OMP) is enabled. OMP is the protocol responsible for
establishing and maintaining the Cisco SD-WAN control plane. It is enabled by default, and you cannot
disable it. If you edit the configuration from the CLI, do not remove the omp configuration command.

* Ensure that BFD is enabled. BFD is the protocol that the transport tunnels on vEdge routers use for
transmitting data traffic through the overlay network. BFD is enabled by default, and cannot be disabled.
If you edit the configuration from the CLI, do not remove the bfd color command.

* Configure the IP address of DNS name of your network's vBond orchestrator.

* Configure the router's IP address.

A\

Note The DNS cache timeout should be proportional to the number of Cisco vBond
Orchestrator IP addresses that DNS has to resolve, otherwise the control
connection for Cisco vManage may not occur during a link failure. This is because,
when there are more than six IP addresses (this is the recommended number since
the default DNS cache timeout is currently two minutes) to be checked, the DNS
cache timer expires even as the highest preferred interface tries all vBond IP
addresses, before failing over to a different color. For instance, it takes about 20
seconds to attempt to connect to one IP address. So, if there are eight IP addresses
to be resolved, the DNS cache timeout should be 20*8=160 seconds or three
minutes.

You should also assign a system IP address to each vEdge router. This address, which is similar to the router
ID on non-Cisco vEdge devices, is a persistent address that identifies the router independently of any interface
addresses. The system IP is a component of the device's TLOC address. Setting the system IP address for a
device allows you to renumber interfaces as needed without affecting the reachability of the Cisco vEdge
device. Control traffic over secure DTLS or TLS connections between Cisco vSmart Controllers and vEdge
routers and between Cisco vSmart Controllers and Cisco vBond Orchestrators is sent over the system interface
identified by the system IP address. In the transport VPN (VPN 0), the system IP address is used as the
loopback address of the device. You cannot use the same address for another interface in VPN 0.

You can also configure other features and functions required for your network topology.

You configure vEdge routers by creating configuration templates on the Cisco vManage. For each configuration
templates, you create one or more feature templates, which you then consolidate into a vEdge router device
template. You then attach the device template to a vEdge router. When the vEdge router joins the overlay
network, the Cisco vManage automatically pushes the configuration template to the router.
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It is strongly recommended that you create the full configuration for vEdge routers by creating configuration
templates on the Cisco vManage. When the Cisco vManage discovers a router in the overlay network, it pushes
the appropriate configuration template to the device. The configuration parameters in the configuration template
overwrite the initial configuration.

Create Configuration Templates for the vEdge Routers

To create vEdge configuration templates, first create feature templates:

1. In Cisco vManage, select Configuration > Templates.

From the Templatestitle bar, select Feature.

Click Add Template.

2
3
4. In the left pane, select vEdge Cloud or a router model.
5

In the right pane, select the System feature template. Configure the following parameters:

a.

=

o o

Template Name

Description

Site ID

System IP

Timezone

Hostname

Console baud rate (vEdge hardware routers only)

GPS location

6. Click Save to save the System template.

7. Intheright pane, select VPN-I nterface-Ethernet featuretemplate. Configure the following parameters:

a.

b.

g.

Template Name

Description

Shutdown No

Interface name

IPv4 address (static or DHCP)

IPv6 address (static of DHCPv6), if desired (in Releases 16.3 and later)

Tunnel interface (for VPN 0), color, encapsulation, and services to allow.

8. Click Saveto save the VPN-Interface Ethernet template.

9. In the right pane, select other templates to configure any desired features. Save each template when you
complete the configuration. For information about configuration cellular parameters for vEdge 100m and
vEdge 100wm routers, see the next section in this article.
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For information about configuration templates and parameters, see the vManage configuration help articles
for your software release.

Next, create a device template that incorporates all the feature templates for the vEdge router:
1. In the Cisco vManage, select Configuration > Templates.

2. From the Templatestitle bar, select Device.

3. Click Create Template, and from the drop-down list select From Feature Template.

4

From the Device Model drop-down, select the type of device for which you are creating the device template.
vManage NMS displays the feature templates for the device type you selected. Required templates are
indicated with an asterisk (*).

5. Enter a name and description for the device template. These fields are mandatory. The template name
cannot contain special characters.

6. Inthe Transport & Management VPN section, under VPN 0, from the drop-down list of available templates,
select the desired feature template. The list of available templates shows the ones that you have previously
created.

7. To include additional feature templates in the device template, in the remaining sections, select the feature
templates in turn, and from the drop-down list of available templates, select the desired template. The list
of available templates are the ones that you have previously created. Ensure that you select templates for
all mandatory feature templates and for any desired optional feature templates.

8. Click Create to create the device template.

To attach a device template to a device:

1. In the vManage NMS, select the Configuration » Templates screen.

2. From the Templates title bar, select Device.

3. Select a template.

4. Click the More Actions icon to the right of the row and click Attach Device.
5

In the Attach Device window, either search for a device or select a device from the Available Device(s)
column to the left.

6. Click the arrow pointing right to move the device to the Selected Device(s) column on the right.
7. Click Attach.

When the vManage NMS discovers that the vEdge router has joined the overlay network, it pushes the
configuration template to the router.

Configuring Cellular Routers

For vEdge 100m and vEdge 100wm routers, you configure cellular interface parameters on the
VPN-Interface-Cellular feature template. In this template, the default Profile ID is 0, which enables automatic
profile selection. The automatic profile uses the Mobile Country Code/Mobile Network Code (MCC/MNC)
values on the router's SIM card. Profile 0 enables the cellular router to automatically join the overlay network
during the Cisco SD-WAN ZTP automatic provisioning process .
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If your MCC/MNC is not supported, the automatic profile selection process fails, and the ZTP process is
unable to autodetect the router. In this case, you must configure a cellular profile as follows:

In the right pane, select the Cellular Profile feature template.
Set the Profile ID to a value from 1 through 15, and configure the desired cellular parameters.
Save the Cellular Profile feature template.

In the right pane, select the VPN-Interface-Cellular template.

1
2
3
4
5. Select the Profile ID you configured in Step 2, and for Shutdown, click Yes.
6 Save the VPN-Interface-Cellular feature template.

7 Include the Cellular Profile and VPN-Interface Cellular templates in a device template.
8 Attach the device template to the vEdge router to activate the MCC/MCN.

9 In the right pane, select the VPN-Interface-Cellular template.

10. For Shutdown click No, to enable the cellular interface.

11. Save the VPN-Interface-Cellular feature template.

12.  Repush the device template to the vEdge router. This is the device template that you pushed in Step 8.

Configure the vEdge Routers from the CLI

Normally, you create vEdge router configurations using vManage configuration templates. However, in some
situations, such as network test and proof-of-concept (POC) environments, you might want to configure vEdge
routers manually, either to speed up the configuration process or because your test environment does not
include a vManage NMS. In such situations, you can configure vEdge routers from the router's CLI.

Note

If you configure a vEdge router manually from the CLI and then the router later becomes managed by a
vManage NMS, when the vManage NMS discovers the router, it pushes the router's configuration from the
vManage server to the router, overwriting the existing configuration.

For vEdge Cloud routers, use SSH to open a CLI session to the router. For hardware vEdge routers, connect
to the router via the management console.

Configure Minimum Parameters from the CLI

To create the initial configuration on a Cisco vEdge device from a CLI session:

1.  Open a CLI session to the Cisco vEdge device via SSH or the console port.

2. Log in as the user admin, using the default password, admin. The CLI prompt is displayed.

3. Enter configuration mode:

vEdge# config
vEdge (config) #

4.  Configure the hostname:

vEdge (config) # system host-name hostname
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10.

11.
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Configuring the hostname is optional, but is recommended because this name in included as part of the
prompt in the CLI and it is used on various vManage NMS screens to refer to the device.

Configure the system IP address. In Releases 16.3 and later, the IP address can be an IPv4 or an IPv6
address. In earlier releases, it must be an IPv4 address.

vEdge (config-system) #system-ip ip-address

The vManage NMS uses the system IP address to identify the device so that the NMS can download
the full configuration to the device.

Configure the numeric identifier of the site where the device is located:

vEdge (config-system) # site-id site-id

Configure the organization name:

vEdge (config-system) # organization-name organization-name

Configure the IP address of the vBond orchestrator or a DNS name that points to the vBond orchestrator.
The vBond orchestrator's IP address must be a public IP address, to allow all Cisco vEdge devices in
the overlay network to reach the vBond orchestrator:

vEdge (config-system) # vbond (dns-name | ip-address)

Configure a time limit for confirming that a software upgrade is successful:
vEdge (config-system) # upgrade-confirm minutes

The time can be from 1 through 60 minutes. If you configure this time limit, when you upgrade the
software on the device, the vManage NMS (when it comes up) or you must confirm that a software
upgrade is successful within the configured number of minutes. If the device does not received the
confirmation within the configured time, it reverts to the previous software image.

Change the password for the user "admin":

vEdge (config-system) # user admin password password

The default password is "admin".

Configure an interface in VPN 0 to be used as a tunnel interface. VPN 0 is the WAN transport VPN,
and the tunnel interface carries the control traffic among the devices in the overlay network. For vEdge
Cloud routers, the interface name has the format eth number. For hardware vEdge routers, the interface
name has the format ge slot / port. You must enable the interface and configure its IP address, either as
a static address or as a dynamically assigned address received from a DHCP server. In Releases 16.3
and later, the IP address can be an IPv4 or an IPv6 address, or you can configure both to enable dual-stack
operation. In earlier releases, it must be an IPv4 address.

vEdge (config) # vpn 0

vEdge (config-vpn-0) # interface interface-name

vEdge (config-interface)# (ip dhcp-client | ip address prefix/length)

vSmart (config-interface)# (ipv6é address ipvé6-prefix/length | ipvé dhcp-client
[dhcp-distance number | dhcp-rapid-commit])

vEdge (config-interface) # no shutdown

vEdge (config-interface) # tunnel-interface
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Note

You must configure a tunnel interface on at least one interface in VPN 0 in order for the overlay network to
come up and for the vManage NMS to be able to participate in the overlay network. This interface must
connect to a WAN transport network that is accessible by all Cisco vEdge devices. VPN 0 carries all control
plane traffic among the Cisco vEdge devices in the overlay network.

12.  Configure a color for the tunnel to identify the type of WAN transport. You can use the default color
(default), but you can also configure a more appropriate color, such as mpls or metro-ethernet,
depending on the actual WAN transport.

vEdge(config-tunnel-interface)# coloxr color
13. Configure a default route to the WAN transport network:
vEdge (config-vpn-0)# ip route 0.0.0.0/0 next-hop

14. Commit the configuration:

vEdge (config) # commit and-quit
vEdge#

15.  Verify that the configuration is correct and complete:

vEdge# show running-config

After the overlay network is up and operational, create a vEdge configuration template on the vManage NMS
that contains the initial configuration parameters. Use the following vManage feature templates:

* System feature template to configure the hostname, system IP address, and vBond functionality.
* AAA feature template to configure a password for the "admin" user.

* VPN-Interface-Ethernet feature template to configure the interface in VPN 0.

In addition, it is recommended that you configure the following general system parameters:

* Organization name, on the vManage Administration » Settings screen.

* Timezone, NTP servers, and device physical location, from the Configuration » Templates » NTP and
System feature configuration templates.

* Login banner, from the Configuration » Templates » Banner feature configuration template.
* Logging parameters, from the Configuration » Templates P Logging feature configuration template.

* AAA, and RADIUS and TACACS+ servers, from the Configuration » Templates » AAA feature
configuration template.

* SNMP, from the Configuration » Templates » SNMP feature configuration template.

Sample Initial CLI Configuration

Below is an example of a simple configuration on a vEdge router. Note that this configuration includes a
number of settings from the factory-default configuration and shows a number of default configuration values.

vEdge# show running-config
system
host-name vEdge
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gps-location latitude 40.7127837
gps-location longitude -74.00594130000002

system-ip 172.16.251.20
site-id 200
max-controllers 1

organization-name "Cisco"
clock timezone America/Los_Angeles
upgrade-confirm 15
vbond 184.122.2.2
aaa
auth-order local radius tacacs
usergroup basic
task system read write
task interface read write
|
usergroup netadmin
|
usergroup operator
task system read
task interface read
task policy read
task routing read
task security read
|
user admin
password encrypted-password
|
!
logging
disk
enable
|
!
ntp
keys
authentication 1 md5 $4$L3rwZmsIic8zj4BgLEFXKw==
authentication 2 md5 $4$LyLwZmsIif8BvrJgLEFXKw==
authentication 60124 md5 $4$LXbzZmcKj5Bd+/BgLEFXKw==
trusted 1 2 60124
|

server 180.20.1.2

key 1
source-interface ge0/3
vpn 1
version 4
exit
!
radius
server 180.20.1.2
vpn 1
source-interface ge0/3
secret-key $4SL3rwZmsIic8zj4BgLEFXKw==
exit
!
tacacs
server 180.20.1.2
vpn 1024
source-interface ge0/3
secret-key $4SL3rwZmsIic8zj4BgLEFXKw==
exit
!
|
omp
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no shutdown
gradeful-restart
advertise bgp
advertise connected
advertise static
!
security
ipsec
authentication-type ah-shal-hmac shal-hman
|
!
snmp
no shutdown
view v2
oid 1.3.6.1
|
community private
view v2
authorization read-only
|
trap target vpn 0 10.0.1.1 16662
group-name Cisco
community-name private
|
trap group test
all
level critical major minor
exit
exit
!
vpn 0
interface ge0/0
ip address 184.111.20.2/24
tunnel-interface
encapsulation ipsec
color mpls restrict
no allow-service bgp
allow-service dhcp
allow-service dns
allow-service icmp
no allow-service sshd
no allow-service netconf
no allow-service ntp
no allow-service ospf
no allow-service stune
|
no shutdown
bandwidth-upstream 60
bandwidth-downstream 60
|
interface ge0/1
no shutdown
|
interface ge0/2
no shutdown
|
ip route 0.0.0.0/0 184.111.20.1

|
ven 1
router
bgp 111000
neighbor 172.16.1.20
no shutdown
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remote-as 111000
password $4SLzLwZjlApK4zj4BgLEFXKw==
|
!
ospf
timers spf 200 1000 10000
area 0
interface ge0/1
authentication type message-direct
authentication message-digest message-digest-key 1 md5 $4$LzLwZjlApK4zj4BgLEFXKw==
exit
exit

Enable Data Stream Collection from a WAN Edge Router

By default, collecting streams of data from a network device is not enabled.

To collect data streams from a WAN Edge router in the overlay network, use the following steps:
1. In Cisco vManage, navigate to Administration > Settings.

2. Click Edit to the right of the Data Stream bar.

3. In the Data Stream field, click Enabled.
4

In the Hostname field, enter the name of the host to collect the data. It is recommended that this host be
one that is used for out-of-band management and that is located in the management VPN.

5. Inthe VPN field, enter the number of the VPN in which the host is located. It is recommended that this
be the management VPN, which is typically VPN 512.

6. Click Save.

Prepare Routers for ZTP

Cisco SD-WAN provides an automatic provisioning software as a service (SaaS) called zero-touch provisioning
(ZTP), which allows hardware vEdge routers to join the overlay network automatically. The ZTP process
begins when you power on a hardware vEdge router for the first time.

For the ZTP process to work:

* The edge or gateway router at the site where the hardware vEdge router is located must be able to reach
public DNS servers. We recommend that the router be configured to reach the Google public DNS servers.

* For Cisco vEdge devices, the edge or gateway router at the site must be able to reachztp.viptela.com.

* For Cisco IOS XE SD-WAN devices, the edge or gateway router at the site must be able to reach
ztp.local-domain.

* A network cable must be plugged into the interface that the hardware router uses for ZTP. These interfaces
are:

* For Cisco vEdge 1000 routers: ge0/0
* For Cisco vEdge 2000 routers: ge2/0
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* For Cisco vEdge 100 series routers: ge0/4

* For Cisco IOS XE SD-WAN devices, there is no specific interface that is used for connection to
the ZTP server. The router attempts to obtain a DHCP IP address on one interface at a time. It uses
the first interface on which it obtains the DHCP IP address to resolve the domain name
ztp.local-domain to the IP address of the ZTP server.

The ZTP process occurs in the following sequence:

0000000 O0:

e

i

520628

1.  The hardware router powers up.

2. The router attempts to contact a DHCP server, sending a DHCP discovery message.

a. Ifa DHCP server is present in the network, the router receives a DHCP offer message that contains
the IP address of its ZTP interface. Then, the ZTP process continues with Step 3.

b. For Cisco vEdge devices, if no DHCP server is present, router does not receive a DHCP offer. In
this situation, the router initiates an automatic IP address detection process (also referred to as
auto-IP). This process examines the ARP packets on the subnetwork and, from these packets, it
infers the IP address of the ZTP interface. Then, the ZTP process continues with Step 3.

For Cisco I0S XE SD-WAN devices, if no DHCP server is present, the ZTP process does not
continue.

3. The router contacts a DNS server to resolve the hostname ztp.viptela.com (for Cisco vEdge devices)
or ztp.local-domain (Cisco I0S XE SD-WAN devices) and receives the IP address of the Cisco SD-WAN
ZTP server

4.  The router connects to the ZTP server. The ZTP server verifies the vEdge router and sends the IP address
of the Cisco vBond Orchestrator. This Cisco vBond Orchestrator has the same Organization name as
the vEdge router.
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5. The router establishes a transient connection to the Cisco vBond Orchestrator and sends its chassis ID
and serial number. (At this point in the ZTP process, the router does not have a system IP address, so
the connection is established with a null system IP address.) The Cisco vBond Orchestrator uses the
chassis ID and serial number to verify the router. TheCisco vBond Orchestrator then sends the IP address
of Cisco vManage to the router.

6.  The router establishes a connection to and is verified by Cisco vManage. Cisco vManage sends the
router its system IP address.

7. The router re-establishes a connection to the Cisco vBond Orchestrator using its system IP address.

8.  The router re-establishes a connection to Cisco vManage using its system I[P address.

For Cisco vEdge devices, if necessary, Cisco vManage pushes the proper software image to the vEdge
router. As part of the software image installation, the router reboots.

9.  After the reboot, the router reestablishes a connection to the Cisco vBond Orchestrator, which again
verifies the router.

10. The router establishes a connection to Cisco vManage, which pushes the full configuration to the router.
(If the router has rebooted, it re-establishes a connection to Cisco vManage.)

11. The router joins the organization's overlay network.

Note

N

For the ZTP process to succeed, Cisco vManage must contain a device configuration template for the vEdge
router. If the Cisco vManage instance has no template, the ZTP process fails. Ignore the device-model and
ztp-status display in the configuration preview and intent configuration. This information is visible after you
push the configuration on device side.

Using ZTP on Non-Wireless Routers

The default configuration that is shipped on non-wireless hardware vEdge routers includes the following
commands that allow the ZTP process to occur automatically:

« system vbond ztp.viptela.com—Configures the initial Cisco vBond Orchestrator to be the Cisco SD-WAN
ZTP SaaS server.

+ vpn Ointerfaceip dhcp-client—Enables DHCP on one of the interfaces in VPN 0, which is the transport
interface. Note that the actual interface in the default configuration varies by router model. This interface
must be connected to the Internet, MPLS, metro Ethernet, or other WAN network.

Warning: For ZTP to work, do not modify or delete either of these configuration commands before you connect
the vEdge router to a WAN.

Using ZTP on Wireless Routers

The vEdge 100m and vEdge 100wm are wireless routers. On these routers, ZTP is supported using both the
cellular and the Ethernet interfaces.

Note

In Release 16.3, you cannot use the LTE USB dongle on a vEdge 1000 router for ZTP.
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The vEdge 100m router supports software Releases 16.1 and later. If the vEdge 100m router is running Release
16.2.10 or later, we recommend, when performing ZTP, that Cisco vManage also be running Release 16.2.10
or later.

The vEdge 100wm router supports software Releases 16.3 and later.

The default configuration that is shipped on wireless hardware vEdge routers includes the following commands
that allow the ZTP process to occur automatically on the cellular interface:

* system vbond ztp.viptela.com—Configure the initial Cisco vBond Orchestrator to be the Cisco SD-WAN
ZTP SaaS server.

 vpn Ointerfacecellular0ip dhcp-client —Enable DHCP on one of the cellular interface called cellularO
in VPN 0, which is the transport interface. This interface must be connected to the cellular network.

« vpn O interface cellular 0 technology —Associate a radio access technology (RAT) with the cellular
interface. In the default configuration, the RAT is set to Ite. For ZTP to work, you must change this value
to auto.

+ vpn Ointerface cellular O profile 0—Enable automatic profile selection. For firmware-dependent mobile
carriers, the automatic profile uses the firmware default values. For other carriers, the automatic profile
uses the Mobile Country Code/Mobile Network Code (MCC/MNC) values on the SIM card. One exception
is the vEdge 100m-NT: The automatic profile tries OCN MVNO APN before the firmware default, which
is NTT Docomo. If the router finds a matching entry, it autocreates profile 16, which is used for the ZTP
connection. To check which profile is being used for the active ZTP connection, look at the Active profile
entry in the show cellular sessions command output.

The profile O configuration command recognizes the MCCs and MCN:s listed in the vEdge SKU
Information table. If your MCC/MNC is supported, you do not need to configure them in the Cellular
Profile feature template or with the profile command. If your MCC/MNC is not supported, you must
configure them manually, using the Cellular-Profile configuration template or the profile CLI command.

If you need to use Cisco vManage configuration templates to create the portions of the default configuration
that allow ZTP to occur automatically, use the VPN-Interface-Cellular feature template. The following figure
shows that in the upper portion of the template the Profile ID field is set to 0 and that in the Tunnel Interface
tab the tunnel interface is enabled. In Releases 16.3.1 and later, the Technology field has been added, and the
default value is "lte". To match the vEdge router's ZTP cellular0O configuration, change the value to "auto".
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The following guidelines help to troubleshoot issues that can occur when using ZTP from a wireless router:

* For ZTP to work correctly, ensure that you are using the correct SIM with the correct modem model
(SKU).

« If the default profile APN is not configured correctly, the ZTP process does not work correctly. If ZTP
does not work, issue the show cellular status command to display the error. If an error occurs, configure
the appropriate APN and retry the ZTP process.

» For SKUs that do not have default profile APN configurations, such as Generic (MC7304) and North
America (MC7354) SKUs, if the automatic profile selection does not detect the APN on the SIM card,
configure the profile, including an APN. If the router has a second circuit that has access to Cisco
vManage, add the profile information, including the APN, to the feature configuration template and then
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push the device template to the cellular router. Otherwise, configure the profile on the cellular router
from the CLI, including an APN.

* To check whether the router is unable to detect the SIM card, issue the show cellular status command.
Check for the SIM Read error. To correct this problem, insert the SIM card correctly in the router.

* In Release 16.3.0, after you run ZTP on a cellular router, the cellular interface is in a no shutdown state
Because of this, Cisco vManage is unable to push a device configuration template to the router. To correct
this problem, from the CLI on the router, configure the cellular interface state to be in shutdown state.
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